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Abstract

The track length estimator (TLE) method, an “on-the-fly”
fluence tally in Monte Carlo (MC) simulations, recently
implemented in GATE 6.2, is known as a powerful tool to
accelerate dose calculations in the domain of low-energy
X-ray irradiations using the kerma approximation. Over-
all efficiency gains of the TLE with respect to analogous
MC were reported in the literature for regions of interest
in various applications (photon beam radiation therapy, X-
ray imaging). The behaviour of the TLE method in terms of
statistical properties, dose deposition patterns, and compu-
tational efficiency compared to analogous MC simulations
was investigated. The statistical properties of the dose
deposition were first assessed. Derivations of the variance
reduction factor of TLE versus analogous MC were car-
ried out, starting from the expression of the dose estimate
variance in the TLE and analogous MC schemes. Two test
cases were chosen to benchmark the TLE performance in
comparison with analogous MC: (i) a small animal irra-
diation under stereotactic synchrotron radiation therapy
conditions and (ii) the irradiation of a human pelvis dur-
ing a cone beam computed tomography acquisition. Dose

Die Track-Length-Estimator-Methode für
Dosisberechnungen bei niederenergetischen
Bestrahlungen: Einrichtung, Eigenschaften
und Rechenleistung

Zusammenfassung

Die Track-Length-Estimator (TLE)-Methode ist ein rech-
nerisch sehr effizientes Verfahren für Monte-Carlo (MC)-
Simulationen, welches kürzlich in GATE 6.2 implementiert
wurde. Sie wird zur Beschleunigung der Dosisberechnun-
gen im Umfeld der niederenergetischen Röntgenstrahlung
mit Hilfe der Kerma-Annährung eingesetzt. Über die
Effizienzsteigerung der TLE-Mehode im Vergleich mit
der analogen MC-Methode wurde in der Literatur in
Bezug auf zahlreiche Anwendungen (darunter Strahlen-
therapie, Röntgenbildgebung) berichtet. Wir haben die
TLE-Methode hinsichtlich statistischer Größen, Strahlen-
dosisverteilungen und Recheneffizienz im Vergleich mit
analogen MC-Simulationen untersucht. Zunächst wurden
die statistischen Eigenschaften der abgegebenen Rönt-
gendosis analysiert. Ausgehend vom jeweiligen Ausdruck
distribution patterns and efficiency gain maps were ana-
lysed. The efficiency gain exhibits strong variations within

der mit der Dosisabschätzung verbundenen Varianz bei
der TLE- und der analogen MC-Methode, wurde der
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a given irradiation case, depending on the geometrical
(voxel size, ballistics) and physical (material and beam
properties) parameters on the voxel scale. Typical val-
ues lie between 10 and 103, with lower levels in dense
regions (bone) outside the irradiated channels (scattered
dose only), and higher levels in soft tissues directly exposed
to the beams.

Keywords: Monte Carlo simulation, GATE, Track
length estimator, Dose calculation, Kerma
approximation, Variance reduction

Varianzreduktionsfaktor der TLE- gegenüber der analogen
MC-Methode hergeleitet. Zwei Testfälle wurden zum Ver-
gleich der Leistungsfähigkeiten der TLE- und der analogen
MC-Methode untersucht: (i) die Bestrahlung eines Klein-
tieres bei stereotaktischer Synchrotronstrahlentherapie
und (ii) die Bestrahlung eines menschlichen Beckens bei
einer Cone-Beam-Computertomographie. Dosisverteilun-
gen und Verteilungen der Effizienzsteigerungsfaktoren
wurden analysiert. Letztere zeigen große Unterschiede
innerhalb eines gegebenen Bestrahlungsfeldes und zwar
in Abhängigkeit der geometrischen (Voxelgröße, Ballistik)
und physikalischen (Material- und Strahleigenschaften)
Parameter auf der Voxelskala. Typische Werte liegen zwis-
chen 10 und 103, wobei niedrigere Werte in dichten
Materialien (Knochen) außerhalb der bestrahlten Berei-
che (nur Streudosis) und höhere Werte in weichen, direkt
im Strahlenfeld liegenden Geweben festzustellen sind.

Schlüsselwörter: Monte-Carlo-Simulationen, GATE,
Track-Length-Estimator, Dosisberechnung,
Kerma-Annährung, Varianzreduktion
1 Introduction

The TLE method is standard of practice in low-energy
photon voxel-based dose computation in the kerma approx-
imation [1–5]. The efficiency improvement it provides
with respect to analogous MC simulation is well known.
However, the statistical properties of the TLE and the
parameters influencing its behaviour are still insufficiently
documented.

The aim of the present investigation is to bridge this
gap, in particular to get an insight into the relative effi-
ciency of the TLE method with respect to analogous MC
simulation, through a theoretical derivation and detailed anal-
ysis of clinically-realistic test cases. We will focus on two
application examples, namely cone beam computed tomog-
raphy (CBCT) and stereotactic synchrotron radiation therapy
(SSRT) [6,7].

The present layout is outlined as follows: the TLE method
is briefly summarized (Sec. 2.1) and its implementation in
GATE is presented (Sec. 2.2). The statistical properties of the
dose deposition in both TLE and analogous MC as well as the
variance reduction factor (VRF) are first investigated analyt-
ically (Sec. 2.3) and test cases are described (Sec. 2.4). The
properties and performance of the TLE are studied in terms

of dose distribution patterns (Sec. 3.1), computation time
and related statistical uncertainties (Sec. 3.2), distributions
of energy deposits (Sec. 3.3), as well as variance reduction
factors and efficiency gains (Sec. 3.4).
2 Materials and Methods

2.1 The track length estimator (TLE) method

The TLE technique has long been known as an efficient
tool for calculating particle fluences, kerma and absorbed dose
[8,9]. It is implemented in various MC codes, such as MCNPX
[1,5], and in some tools dedicated to external radiotherapy [3]
and brachytherapy [2,4]. For a photon traversing a voxel of
volume V, an estimate of the fluence is given by [1,9]:

� = L

V
, (1)

where L is the track length, i.e. the straight-line distance trav-
elled in the voxel between successive collisions. Considering
photons with energy E, an estimate of the absorbed dose in
charged particle equilibrium is given by [8,10]:

D = �E
μen

ρ
, (2)

where � is the particle fluence and μen/ρ is the mass energy-
absorption coefficient. With the TLE scoring method, a photon

deposits energy in all voxels it encounters between succes-
sive interaction points (this energy represents the expected
value of the deposits that would be observed if a large number
of identical photons were transported along the same track),
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instead of doing so at interaction points as is the case in
analogous MC simulation. This provides a drastic variance
reduction.

Local energy deposition by secondary electrons. In the pro-
posed method, secondary electrons are not tracked and their
energy is deposited locally. This approximation is satisfactory
if:

1. The electron range is smaller than the spatial resolu-
tion required. This is generally the case in kV imaging,
brachytherapy or other low-energy radiotherapy modali-
ties, e.g. the range of 100 keV electrons in soft tissue is
about 0.14 mm [11].

2. There is no significant radiative energy escape
(bremsstrahlung, atomic de-excitation following electron
impact ionization). This assumption is satisfied when the
energy-transfer and energy-absorption coefficients present
no significant differences. This is the case in the present
study, as discussed in the next paragraph.

Generation of the energy-absorption tables. In the keV
X-ray domain, the linear energy-absorption (μen) and energy-
transfer (μtr) coefficients can be considered to be the same
quantity [10,12,13]. For tissues composed of elements with
atomic numbers Z ≤ 20, the relative difference between μtr
and μen remains below 1 % for energy values up to 1 MeV
[12]. In the case of a mixture of elements, the mass energy-
transfer coefficient (μtr

ρ
) satisfies the additivity rule. The

mass energy-transfer coefficient and hence the mass energy-
absorption coefficient of every element with atomic number
1 ≤ Z ≤ 100 can be calculated using the EPDL97 database
[10,14].

2.2 Implementation of the TLE in GATE

A database ofμen coefficients was generated using EPDL97
for each element with atomic number 1 ≤ Z ≤ 100 in the
energy range [1 keV, 1 MeV]. This database is loaded dur-
ing the initialization of the simulation. For each value of
Z, the coefficients are tabulated for a set EZ of energy
values, where the number of values typically ranges from
card (E1) = 117 to card (E100) = 868, where card (EZ) repre-
sents the number of elements of the set EZ. Discontinuities
are represented by two identical energy values with different
μen values.

During the simulation, the μen values of a given mate-
rial are generated and stored the first time this material is
encountered. The μen table of a material M, defined by a
mixture of n elements with mass fractions (ω1, . . . , ωn),
is computed in two steps: (i) a list of common energy val-
ues is determined as EM = ⋃n

i=1EZi ; (ii) for each energy

E ∈ EM and each element of atomic number Zi in mate-
rial M, μen(E, Zi) is computed either by using the value
from the initial database if E ∈ EZi or using a logarith-
mic interpolation between the μen values corresponding
. Phys. 25 (2015) 36–47

to the two nearest energies. Finally, the additivity rule is
invoked to obtain the final value of μen(E, M). Once gen-
erated and stored in memory, the μen table of material M is
used on-the-fly for determining (possibly with interpolation)
the μen value at the energy of the photon being consid-
ered.

The proposed method has been implemented in GATE,
an open-source Geant4 application specialised for nuclear
medicine imaging and radiotherapy [15]. From the user point
of view, an additional TLEDoseActor command similar to the
conventional DoseActor is available [16]. The actor is attached
to a volume of interest and creates distribution maps of the
deposited energy inside this volume, together with the related
statistical uncertainties. With the TLEDoseActor, at each pho-
ton step in the volume, an amount of energy is deposited
according to Eq. 1 and 2.

The volume must be a matrix of voxels defined with Nest-
edParametrizedVolume. The size of the voxels must be the
same as the size of the dosels. One dosel corresponds to one
element of the scoring matrix of the dose distribution.

This new actor is fully compatible with any simulation inte-
grating other actors, even those attached to the same volume.
Additionally, it does not alter the results of the other parts of
the simulation and does not need electrons to be generated
and tracked. It is thus recommended, in order to speed up the
computation, to disable their generation if they are not needed
by any other element of the simulation. The TLEDoseActor
and the database of μen are available in release 6.2 of GATE.

The TLE approach has already been proven rigorously
equivalent to the analogous MC simulation of kerma [8,9].
Our TLE implementation was validated against analogous
MC simulation as well as experimentally with synchrotron
radiation [17]. This validation work will not be discussed any
further in this article.

2.3 Statistical analysis of the dose deposition

2.3.1 Estimation of the statistical uncertainty

In MC-based calculations, the dose D deposited in a given
voxel per primary particle (or history) is a random variable
whose expected value 〈D〉 is estimated by the arithmetic mean
Dn of a sample of n simulated primary particles of the popu-
lation as follows:

〈D〉 ≈ Dn = 1

n

n∑
i=1

di, (3)

where di denotes the value of the dose deposited by history i
in the considered voxel. An unbiased estimator of the variance
of D is given by [18]
s2
n−1 [D] = 1

n − 1

n∑
i=1

(
di − Dn

)2 ≈ Var [D] = σ2 [D] . (4)



. P

calculations. To derive analytical expressions, all photons are
first assumed to have the same energy Eincident. This means
that the following expressions of the variances are only valid
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The variance of the estimator Dn of the expected value of
D is

σ2 [Dn

] = σ2 [D]

n
. (5)

Equation 5 can be rewritten using Eq. 4 as follows [19,20]:

σ2 [Dn

] ≈ s2
n−1 [D]

n
= 1

n − 1

⎛
⎝1

n

n∑
i=1

d2
i −

(
1

n

n∑
i=1

di

)2
⎞
⎠ .

(6)

2.3.2 Relative efficiency

The relative efficiency εTLE/analog of the TLE Monte Carlo
method with respect to the analogous one is assessed as fol-
lows [2,21]:

εTLE/analog = 〈tanalog〉 σ2
[
Dn, analog

]
〈tTLE〉 σ2

[
Dn, TLE

] (7)

where 〈tanalog〉 and 〈tTLE〉 are the expected values of the
computation time per primary particle for the TLE and analo-
gous MC methods respectively. Most of the computation time
for simulating dose distributions by MC is usually spent (i)
to track the particles (geometrical and physical processes)
and (ii) to score the dose in voxels (memory accesses), as
highlighted e.g. for MCNP5 [2]. For a given test case, the
particle-tracking time is linear with n (number of histories)
and with 1/L (the finer the spatial sampling, the longer the
simulation), whereas the dose-scoring time is linear with the
number of non-zero dose deposits. The first part of equation
7 – the computation time ratio – is specific to the algorithm
implementation and software architecture, whereas the second
part – the VRF – is an intrinsic characteristic of the method and
is detailed in the following section. The TLE method relies on
the same MC engine as the analogous – with the additional
calculation of μen plus a few arithmetical operations at each
photon step in the volume (see Eq. 2) – but involves more
non-zero dose deposits. We will see in Sec. 3.2 that the extra
calculation cost in the TLE method is very limited.

2.3.3 An insight into the variance reduction factor

Variance of dose deposit schemes. The application of Eq. 5
to the analogous and TLE MC schemes with the same number
of histories in the sample (nanalog = nTLE) leads to:

σ2
[
Dn, analog

]
σ2
[
Danalog

]

σ2
[
Dn, TLE

] =
σ2 [DTLE]

. (8)
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The origin of the VRF is therefore directly linked up with
the variance of D, i.e. with the variations of the history-by-
history dose deposits di. As to the TLE, the variance is reduced
by the fact that there are more deposits of lower values. As
regards analogous MC, the variance is increased by relatively
rare but very high dose deposits due to photoelectric effect.
Note that all histories with di = 0 have to be taken into account
to work out the variance values.

Non-zero dose deposits. If we consider only the histories
with non-zero dose deposits (denoted with the superscript *),
we have the following relations:

〈D〉 = p∗〈D∗〉 and 〈D2〉 = p∗〈D∗2〉 (9)

where p* denotes the probability to have a non-zero dose
deposit in the population of outcomes of D. Using the standard
definition of the variance, it follows that

σ2 [D] = p∗
(
σ2 [D∗]+ (1 − p∗) 〈D∗〉2

)
. (10)

This translates to a new expression for estimating the vari-
ance of Dn from Eq. 5:

s2
n−1

[
Dn

] ≈ n∗

n2

(
s2
n−1

[
D∗]+

(
1 − n∗

n

)
D∗

n
2
)

(11)

where the probability of non-zero dose deposit is estimated
via the ratio n*/n over the sample of n histories. For dose cal-
culations in large volumes like in CBCT imaging, the numbers
of non-zero energy deposits n∗

analog and n∗
TLE are very small

w.r.t. the total numbers of photons, nanalog and nTLE, respec-
tively. Therefore, we obtain for the analogous and TLE MC
schemes with identical history numbers (nanalog = nTLE):

s2
n−1

[
Dn, analog

]
s2
n−1

[
Dn, TLE

] ≈ n∗
analog

n∗
TLE

s2
n−1

[
D∗

analog

]
+ D∗ 2

n, analog

s2
n−1

[
D∗

TLE

]+ D∗ 2
n, TLE

.

(12)

In addition, the standard deviation and mean value of
non-zero individual dose deposits have the same order of mag-
nitude (see examples presented in Fig. 5 and Table 1). A rough
approximation of the VRF is therefore given by:

s2
n−1

[
Dn, analog

]
s2
n−1

[
Dn, TLE

] ≈ D∗
n, analog

D∗
n, TLE

= n∗
TLE

n∗
analog

. (13)

Analytical expression for a priori variance reduction factor
for characterizing the statistical distribution of the primary
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Table 1
Characteristics of the dose deposits in two voxels of the pelvis test case, in analogous MC and TLE simulations: the notations are the same
as in Eq. 12, the * superscript referring to non-zero dose deposits. The VRF given by Eq. 12 is reported in the last column.

n* s2
n−1

[
D∗] (nGy2) D∗

n

2
(nGy2) VRF

Bladder
analogous MC 744 3.170 × 10−1 1.701 × 10−1

120.5TLE 40175 2.465 × 10−5 5.021 × 10−5
Bone
analogous MC 1174

TLE 24513

energy deposition of monochromatic beams. Equation 10 can
be rewritten as:

σ2 [D] = p∗
(
〈D∗2〉 − p∗〈D∗〉2

)
. (14)

In the analogous MC scheme, only photoelectric effect and
Compton scattering induce energy deposition. The probability
of non-zero dose deposit is therefore:

p∗
analog = 〈1 − exp

(−μCo,PeL
)〉; μCo,Pe = μCo + μPe,

(15)

where μCo and μPe are the linear attenuation coefficients for
Compton scattering and photoelectric effect, respectively, and
L is the traversed distance in a voxel.

Assuming that the mean free paths of the photon processes
are much larger than L, a first-order series expansion of the
Beer-Lambert attenuation law gives:

p∗
analog ≈ μCo,Pe〈L〉, (16)

with 〈L〉 the expected value of L. The expected values of D*

and D*2 in the analogous MC scheme are:

〈
D∗

analog

〉
=
〈

E∗
analog

〉
ρV

= μCo 〈 ECo〉 + μPe 〈 EPe〉
ρV (μCo + μPe)

(17)

and

〈
D∗2

analog

〉
=
〈

E∗2
analog

〉
ρ2V 2 = μCo

〈
E2

Co

〉+ μPe
〈
E2

Pe

〉
ρ2V 2 (μCo + μPe)

, (18)
where 〈ECo〉 is the average energy transferred to the recoil
electron during Compton scattering (i.e. binding + kinetic
energy), 〈EPe〉 is the average total energy transferred to sec-
ondary photoelectrons (i.e. the incident energy minus the
average energy of the secondary photons). From Eqs 5 and
14 to 18 we obtain the analytical expression of the variance
of the analogous MC mean dose estimator:
2.006 3.269
22.04.683 × 10−3 6.807 × 10−3

σ2 [Dn, analog
]

≈ μCo,Pe〈L〉
nρ2V 2

(
〈E∗2

analog〉 − μCo,Pe〈L〉〈E∗
analog〉2

)
. (19)

In the TLE scheme, all particles falling into the voxel
deposit some energy, yielding

σ2 [Dn, TLE
] = σ2[L]

n

(
μenEincident

ρV

)2

, (20)

where σ2[L] is the variance of the traversed distance in the
voxel.

The ratio of the two mean-dose estimator variances for a
given number of histories is thus:

σ2
[
Dn, analog

]
σ2
[
Dn, TLE

]

≈
μCo,Pe〈L〉

(〈
E∗2

analog

〉
− μCo,Pe〈L〉

〈
E∗

analog

〉2
)

σ2[L]μ2
enE

2
incident

.

(21)

Note that Eq. 21 also gives the ratio of numbers of histo-
ries nanalog/nTLE that would be required to obtain the same
uncertainty on the dose estimate.

The generalization of Eq. 21 – that applies only to primary
energy deposition of monochromatic beams – is straightfor-
ward. In order to take into account the polychromaticity of the
incident beam and the scattered radiation, the numerator and
denominator of Eq. 21 should be summed over a spectrum of
Eincident values, i.e. the energy range of all incident photons
which hit the voxel under study, for both primary and sec-
ondary radiation. Parameters L, μPe, μCo, EPe, ECo and μen
vary manifestly with Eincident.

2.4 Simulation test cases
The simulations were carried out using Geant4 9.4 with
the Penelope physics models. An electron production cut
value of 100 keV was used in order to avoid tracking any
secondary electron. The cutoff value for the production of
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secondary photons was set to 100 �m (the effective cut
expressed in energy depends on the material and is typically
within 250 eV to 1.5 keV). Two different configurations were
simulated:

• An SSRT test case, consisting of a rat head irradiated by
ten 50 keV monochromatic parallel beams incident on a
target volume loaded with an iodinated agent [7]. The rat
head model was obtained by segmenting a CT volume
(85 × 93 × 11 voxels of 0.35 × 0.35 × 1.0 mm3) into four
regions: air, water, skull bone (ICRU 46) and a water–iodine
mixture with a very large concentration gradient ranging
from 0.5 to 32 mg·ml−1 (Fig. 1(a)). The irradiation was car-
ried out with a fan beam, with a thickness equal to the one
of a CT slice and with a width matching the tumour extent.
Ten coplanar irradiation ports were used, uniformly dis-
tributed over 2π. The rat head was then translated step by
step in a direction perpendicular to the fan beam plane for the
tumour volume to be completely irradiated. In the present
work we considered only the dose deposited by the ten ports
which irradiate the sixth slice of the CT volume, where the
tumour region is the largest. The dose calculation remains
three-dimensional, due to the non-negligible influence of
scattering and fluorescence processes.

• A CBCT test case, consisting of a pelvis CT image
(512 × 512 × 173 voxels of 0.908 × 0.908 × 3 mm3, see
Fig. 1(b) and 1(c)) irradiated by an X-ray tube, modeled
as a point source. The beam spectrum was obtained using
the Boone algorithm [22], with 130 kVp and 7 mm Al fil-
tration. The beam was collimated to fully irradiate the
flat panel detector and the acquisition consisted of 360
projections (every degree). The flat panel dimensions are
409.6 × 409.6 mm2. The distance from the focal spot to the
patient axis was 100 cm, and from the patient axis to the flat

panel 53.6 cm. A medium field of view protocol was used,
with the flat panel offset in such a way that the distance
between the patient axis and the normal to the flat panel
(through its center) was 115 mm. In this protocol, only

Figure 1. CT models used in the simulation test cases. (a) Sixth slice of
cranium bone (ICRU 46) and water–iodine mixture. The red circle ind
scan data from a human pelvis used for the CBCT simulation test case.
hys. 25 (2015) 36–47 41

slightly more than half of the volume to be reconstructed
is irradiated for any given projection.

For each voxel, the tissue composition was set either using
a stoichiometric calibration [23] (CBCT pelvis test case), or
manually after a volume segmentation process (SSRT rat head
test case).

3 Properties and performance of the TLE
method

3.1 Dose distribution patterns

Simulations were carried out with the SSRT and CBCT
test cases described in Sec. 2.4, with different numbers of
histories. The results are presented in Fig. 2 and 3. In the
SSRT case, due to the small size of the rat head, the dose is
mainly deposited by primary radiation [13]. Two slices away
from the direct beams, i.e. in the penumbra, the dose due to
scattering (scattered dose) can also be observed. In the CBCT
case, the dose distribution reflects the irradiation geometry
(full circle medium field of view protocol), which results in an
axial dissymmetry and a higher level of scattered dose. Both
test cases illustrate the typical dose patterns of the analogous
MC and TLE methods:

• in an analogous MC simulation, the energy is deposited
at the interaction points only, which results in a pepper-like
noise and a very slow convergence, thus requiring very high
statistics countings;

• with the TLE method, photons deposit their energy in a con-

tinuous manner all along their trajectory, instead of doing
so at discrete interaction points (see in particular Fig. 2(j)
and 3(d)), a fact that substantially reduces the variance (see
Sec. 3.2 and 3.4) [13,24].

a rat head CT scan segmented into four material regions: air, water,
icates the region of interest (ROI) used in Sec. 3.2. (b) and (c) CT
The red crosses show the voxels of interest (see Sec. 3.3).
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Figure 2. Dose maps of the irradiated rat head slice (two first rows) and two slices away (two bottom rows) in the SSRT test case: comparison
of p
nde
between analogous MC and TLE simulations, with different numbers
photon. Note that the lookup tables used for display were adjusted i

3.2 Computation time and statistical uncertainties

The computation times required by the TLE and analo-
gous MC methods were first compared. As expected, we

observed that the mean computation time was proportional to
the number of incident photons traced. In the two test cases,
as compared to analogous MC simulation, the TLE method
required about 12 % (SSRT test case) or 25% (CBCT test
rimary particles. Colour bar values are expressed in pGy per incident
pendently for the two slices.

case) more time to compute the 3D dose distribution with
the same number of photons. This is due to the necessary
extra calculations and dose scoring. Note that these figures,
obtained without electron tracking, depend on the physical

settings used in the MC simulation and on the characteristics
of the CT model. For example, if the electron processes were
activated, the relative cost of the TLE calculations would be
even smaller. As an example, the simulation of 106 histories
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rst row) and the TLE (second row) methods for 106 (first and second
bar values are expressed in fGy per incident photon.

Figure 4. Comparison of the mean relative uncertainty in the ROI of
the rat head, as a function of the number of incident photons for both
Figure 3. Comparison between the results of the analogous MC (fi
columns) and 108 (third and last columns) primary photons. Colour

in the CBCT test case took about 21 min (analogous) and 27
min (TLE) on a single core Intel Xeon CPU E5-1660 3.3 GHz.

The VRF reflects the intrinsic behaviour of the two meth-
ods, whereas the efficiency also takes into account specific
hardware issues. With our implementation, the ratio of the
VRF to the efficiency gain is only 1.12 (SSRT test case) or 1.25
(CBCT test case), which is not very significant. In all subse-
quent sections, the VRF will be used as a figure of merit of TLE
vs analogous MC. In order to analyse the statistical behaviour
of the TLE method compared to an analogous MC simulation,
we first determined the statistical uncertainty in a ROI of the
SSRT rat head test case (177 voxels indicated by the red circle
in Fig. 1(a)) as a function of the number of incident photons
for both computational methods. The statistical uncertainty
was computed using Eq. 6 and, in the TLE case, was cross-
checked using a batch method [19]. The results (Fig. 4) show
that for the same uncertainty the TLE method requires about
240 times less histories than analogous MC simulation. If we
consider the same ROI translated by two slices away from the
plane of irradiation, the variance reduction (equal to the gain
in number of histories) is 140.

As expected from Eq. 6, a horizontal asymptote is observed
corresponding to a relative uncertainty equal to unity and the
slope of the linear part of the curves is equal to −1/2 in log–log
scale.

3.3 Analysis of the distribution of energy deposits
In order to investigate the role played by the different terms
in Eq. 12, we determined their values for the two voxels indi-
cated by red crosses in Fig. 1(b) and 1(c), corresponding to the
TLE and analogous MC methods, in the slice directly irradiated and
two slices away from it.

bladder and the bone areas, respectively, in the pelvis CBCT
test case. The results are presented in Table 1. As anticipated,
the number of deposits is much higher with the TLE method
than with analogous MC (factors 54 and 21 in bladder and
bone, respectively). As regards the VRF, we compared the
values obtained using Eq. 12 to the ones given by Eq. 6 and 8.
The difference was found to be smaller than 1‰. Eq. 13 gives

a rougher estimate of the VRF.

The distributions of energy deposits are plotted for the same
two voxels in Fig. 5(a) and 5(c), respectively. These plots
show that analogous MC deposits are much more spread than
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CB
vo
Figure 5. Analysis of the energy deposits in two voxels of the pelvis
of primary X-rays and of all X-rays falling into the bladder and bone
considered voxels.

TLE deposits: e.g. for bladder, the full width at half maximum
(FWHM) of the analogous MC deposits is around 5 keV while
for TLE the FWHM is way below 1 keV. The shape of the
energy deposits in bone in Fig. 5(a) is remarkable, with two
components appearing clearly:

• an exponentially decreasing component (also present in
the bladder voxel), corresponding to Compton scattering
processes, with energy deposits ranging from 0 (forward-
scattering) to about 20 keV (back-scattering);

• an additional component between about 20 and 70 keV;
these energy deposits arise from the total photon absorp-
tion by photoelectric interactions which occur much more
frequently in bone than in bladder. The shape and energy
span of this component is directly related to the primary
energy spectrum which is shown in Fig. 5(b), but it is soft-
ened by the attenuation coefficient (photons of lower energy
values have a larger probability of interaction).
It is worthy of note in Fig. 5(b) that the overall energy
spectrum of incident X-rays – for bladder and bone voxels
likewise – is not hardened with respect to the primary energy
CT test case: (a) analogous MC energy deposits; (b) energy spectra
xels; (c) TLE energy deposits; (d) length travelled by photons in the

spectrum since the secondary radiation counterbalances the
beam hardening.

The distribution of the lengths travelled by photons shown
in Fig. 5(d) can be interpreted as follows: every position of
the X-ray source around the patient corresponds to a different
set of incident quasi-parallel rays crossing the relevant voxel.
The highest count numbers in the histogram occur when a set
of rays is orthogonal to a face of the voxel. If the rays are not
exactly orthogonal to the voxel faces, the travelled length is
slightly larger but the number of occurrences slightly lower.
This explains the decreasing curve above the 0.908 mm dis-
continuity in Fig. 5(d), since in the pelvis CBCT test case
the voxel size in the X-ray source plane is equal to 0.908 mm.
Below the travelled length discontinuity, the number of occur-
rences is much lower and almost constant. Obviously, the
nature of the material, here bladder or bone, does not alter
this discontinuity.

The profile discontinuities of the TLE dose deposits in

Fig. 5(c) come from the distribution of travelled lengths shown
in Fig. 5(d). This is not straightforward, though, because the
TLE energy deposit is the travelled length weighted by the
incident photon energy Eincident (and the primary spectrum
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is widely spread energetically) and by the linear energy-
absorption coefficient μen (which also depends on Eincident).
However, it appears that the product μenEincident does not dis-
play large variations in the energy range of interest (Fig. 5(b)),
which explains the presence of a discontinuity in the TLE
energy deposit distributions of Fig. 5(c), although this discon-
tinuity is less pronounced than in Fig. 5(d).

The distribution of energy deposits is material-dependent
but the change in shape differs between analogous MC and
TLE. In analogous MC, the energy deposit component related
to Compton scattering processes remains in the same energy
range [0; Emax

Co ] because Emax
Co does not depend on the material;

only the number of deposits may change from one material
to the other. In addition, a component related to photoelectric
processes may appear for materials with high atomic num-
ber elements in their composition (e.g. bone, iodine or metal
implants). In TLE, the overall shape remains about the same
but the distribution of energy deposits is scaled both in num-
ber of deposits and in energy between one material and the
other.

3.4 Behavioural study of the variance reduction factor

Variance reduction maps are obtained by working out
the ratio of the analogous and TLE MC variance estimates
obtained via Eq. 6 in each voxel. The corresponding speedup
factor for reaching the same statistical uncertainty is obtained
taking into account the additional cost of TLE calculations
(about 12% for the SSRT test case or 25% for the CBCT test
case). Figure 6 shows that the VRF lies typically between 10
and 103, and its value is mainly influenced by the material

composition and the radiation ballistics.

As we pointed out in Sec. 2.3.3, the numerator and the
denominator of Eq. 21 should be summed over the energy
range of all incident photons which hit the voxel of study,

Figure 6. Maps of the analogous MC–TLE variance reduction factor. R
and two slices away (b). Pelvis CBCT test case (108 incident photons):
ten are shown in the colour bar. Note that the relative efficiency can be i
0.1) lower in log-scale, for the SSRT (resp. CBCT) test case.
hys. 25 (2015) 36–47 45

for both primary and secondary radiation. In order to get an
insight into how the VRF behaves, let us assume that the dose
deposited by primary radiation is prevailing, so that this sum
can be restricted to it only. In the pelvis CBCT test case,
the primary incident spectrum ranges from 20 to 130 keV,
see Fig. 5(b). The linear attenuation and energy-absorption
coefficients are given in Table 2 at two energy values in the pri-
mary spectrum (30 and 100 keV) and for two different voxels:
one voxel in soft tissue (e.g. bladder) and one in bone.

Since all primary photons exhibit the same ballistics, 〈L〉
and σ2[L] do not depend on the incident energy and can be
factorised in Eq. 21. The average traversed length being quite
small in the pelvis CBCT test case (〈L〉≈0.77 mm for primary
radiation), the quantity μCo,Pe 〈L〉 is much smaller than unity
in the energy range of primary photons. As a result, the second
term of the numerator of Eq. 21 is negligible and, using Eq.
18, one obtains:

σ2
[
Dn, analog

]
σ2
[
Dn, TLE

] ≈ 〈L〉
σ2[L]

∑
photons

(
μCo〈E2

Co〉+μPe〈E2
Pe〉
)

∑
photons

(
μ2

enE
2
incident

) .

(22)

In Eq. 22, there are two contributions, related to the geom-
etry and to the materials, respectively:

• The first contribution to the VRF 〈L〉/σ2[L] is purely geo-
metric and is inversely proportional to the voxel size. For
example, in the bladder of the pelvis CBCT, 〈L〉 ≈ 0.77 mm,
σ[L] ≈ 0.45 mm and 〈L〉/σ2[L] ≈ 38 cm−1, whereas in the
SSRT tumour region, 〈L〉 ≈ 0.28 mm, σ[L] ≈ 0.12 mm and

2 −1
〈L〉/σ [L] ≈ 176 cm (numerical values given by simu-
lations for primary radiation only). The 〈L〉/σ2[L] ratio
depends strongly on the distribution of beam directions for
the considered voxel. For instance, in the case of a photon

at head SSRT test case (109 incident photons): irradiated slice (a)
coronal slice (c). The colour scale is logarithmic and the powers of

nferred from the VRF: it is 12 % (resp. 25%) smaller, i.e. 0.05 (resp.
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Table 2
Linear attenuation (Compton scattering and photoelectric effect) and energy-absorption coefficients for soft tissue and cortical bone (ICRU-
44).

Material Energy (keV) μPe (cm−1) μCo (cm−1) μen (cm−1)

Soft tissue
30 0.161 0.192 0.171
100 0.00314 0.171 0.0270

2
0.
Cortical bone

30
100

beam parallel to one of the three main axes of the voxel
volume, the variance σ2[L] of the distance travelled by
the primary radiation in the voxel becomes very small. In
this case, the scattered radiation becomes the predominant
factor, owing to the larger randomness of its direction dis-
tribution. This is illustrated in the regions directly irradiated
by the ten incident photon beams (Fig. 6(a)), in which the
VRF displays values significantly higher than outside the
beams.

• The second contribution is driven by the material and photon
energy and is inversely proportional to the material density.
This is clearly visible in Fig. 6 when comparing the variance
reduction values in air, soft tissue and bone regions. Numer-
ically, in order to estimate this contribution to the VRF in
Eq. 22, we need to estimate 〈E2

Co〉 and 〈E2
Pe〉. Photons under-

going photoelectric effect deposit all their energy (the mean
free path of fluorescence photons is below 0.1 mm, so that
they are deemed to be locally re-absorbed). For a given
Eincident, the variance of the photoelectric effect energy
deposit is thus nought and 〈E2

Pe〉 = 〈EPe〉2 = E2
incident. In

the photon energy range of the pelvis CBCT test case, the
angular distribution of Compton-scattered photons is rather
isotropic over [0, π], so that one can assume that the energy
deposition follows a half-cosine distribution over the range
[0, Emax

Co ] (maximum when radiation is π back-scattered).
With the approximation that ECo varies linearly against the
scattering angle, the expected value of the corresponding
energy deposit 〈ECo〉 is then close to Emax

Co /2. The average
energy value of the recoil electron given by the EPDL97
database is indeed close to this value in the primary energy
range of the pelvis CBCT test case. From the analytical
expression of the standard deviation of the half-cosine dis-
tribution [25], one finds 〈E2

Co〉 ≈ 0.3 (Emax
Co )2. Following

calculations, the material contribution in Eq. 22 produces
a factor equal to 11 cm for the soft tissue voxel and 1.8 cm
for the bone voxel.

In the case of a narrow incident spectrum, the sum in Eq. 22
can be suppressed. As in most cases μCo〈E2

Co〉 � μPe〈E2
Pe〉

(below 80 keV for soft tissues and 150 keV for bone), Eq. 22
reduces simply to the ratio:
σ2
[
Dn, analog

]
σ2
[
Dn, TLE

] ≈ 〈L〉
σ2[L]

μPe

μ2
en

. (23)
.07 0.313 2.05
0481 0.287 0.0880

Although the primary spectrum of the pelvis CBCT test
case is rather broad, the simplified μPe/μ

2
en ratio at 62 keV

(the mean energy of the primary spectrum) is 13 cm for the
soft tissue voxel and 3.5 cm for the bone voxel, which are
close approximations of the more exact values given above
(resp. 11 and 1.8 cm from Eq. 22). It should be noticed that
the geometric and material contributions do not have the same
order of magnitude: 38 cm−1 for the geometric contribution
and between 1.8 and 11 cm for the material-related one. The
VRF mostly benefits from a fine spatial sampling of the vol-
ume rather than from the tissue composition. In Fig. 6(c),
the average variance reduction in the bladder region is about
120 = 102.1 and in the bone areas about 24 = 101.4. In both
regions, the analytical estimate is about 3 to 4 times higher
than the real VRF. This can be explained by the approxima-
tion of the Beer-Lambert linearization (Eq. 16) and the fact
that the secondary radiation was neglected from Eq. 21 to Eq.
22.

Finally, Eq. 23 clearly emphasizes the fact that the VRF is
inversely proportional to the voxel size, giving an increasing
advantage to the TLE with respect to analogous MC when
fine spatial resolutions are considered. This VRF behaviour
translates into a corresponding efficiency gain under the
assumption that the same MC engine (physical processes,
navigation, scoring, etc.) is used. In addition, as regards the
influence of the material composition, the second factor of the
right-hand side of Eq. 23 points out that the VRF benefits from
both low density and low effective atomic number.

4 Conclusion

The variance reduction provided by the TLE with respect
to analogous MC originates from the large number of smaller
energy deposits. A detailed statistical analysis showed how
this variance reduction depends on geometric parameters
(voxel size), beam parameters (ballistics and energy spec-
trum) and materials (density and composition). Two test
cases (SSRT and CBCT) made it possible to investigate the
behaviour of the TLE in clinically relevant configurations and

validate our statistical modelling. The spatial distribution of
the VRF was found to be very heterogeneous, with values
ranging typically from 10 to 103. Smaller values were found in
dense regions, like bone, where more interactions take place.
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