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Purpose: The aim of this work is to propose a general and simple procedure for the calibration and
validation of kilo-voltage cone-beam CT (kV CBCT) models against experimental data.

Methods: The calibration and validation of the CT model is a two-step procedure: the source model
then the detector model. The source is described by the direction dependent photon energy spectrum at
each voltage while the detector is described by the pixel intensity value as a function of the direction
and the energy of incident photons. The measurements for the source consist of a series of dose
measurements in air performed at each voltage with varying filter thicknesses and materials in front
of the x-ray tube. The measurements for the detector are acquisitions of projection images using
the same filters and several tube voltages. The proposed procedure has been applied to calibrate and
assess the accuracy of simple models of the source and the detector of three commercial kV CBCT
units. If the CBCT system models had been calibrated differently, the current procedure would have
been exclusively used to validate the models. Several high-purity attenuation filters of aluminum,
copper, and silver combined with a dosimeter which is sensitive to the range of voltages of interest
were used. A sensitivity analysis of the model has also been conducted for each parameter of the
source and the detector models.

Results: Average deviations between experimental and theoretical dose values are below 1.5% after
calibration for the three x-ray sources. The predicted energy deposited in the detector agrees with
experimental data within 4% for all imaging systems.

Conclusions: The authors developed and applied an experimental procedure to calibrate and validate
any model of the source and the detector of a CBCT unit. The present protocol has been successfully
applied to three x-ray imaging systems. The minimum requirements in terms of material and
equipment would make its implementation suitable in most clinical environments. © 2016 American
Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4961400]

Key words: digital imaging, validation procedure, model calibration, x-ray spectra, detector response

1. INTRODUCTION

Several devices have been developed to acquire images of the
patient in the treatment room for image-guided radiation ther-
apy (IGRT). Kilo-voltage (kV) cone-beam computed tomog-
raphy (CBCT) provides volumetric images of the patient to
correct for the treatment position and to assess changes in the
internal anatomy. Implementation of dual-energy capabilities
in CBCT units is finding application in diagnostics to improve
material segmentation and enhance contrast. A model of the
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kV CBCT unit is required to optimize the imaging device, to
simulate and correct for scatter radiations,' to optimize single?
and dual-energy acquisition protocols, to compute the patient
imaging dose,’ and for material decomposition in dual-energy
CT.

Verification of CBCT models has been carried out in
different manners in the literature.> To validate the x-ray
source model, some authors performed half-value layer (HVL)
measurements,'* but only the first HVL is commonly checked.
In a recent work,> the authors proposed an original

©2016 Am. Assoc. Phys. Med. 5199
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experimental setup to rapidly characterize x-ray sources by
acquiring angular-dependent HVLs and fluence data. Others
compared the Monte Carlo calculations with measured depth
dose distributions and dose profiles.” A solution to validate
the detector model is the method proposed by Granton et al.’
which consists of recording image intensities over a wide range
of x-ray tube voltages and comparing them to predicted image
intensities using the source and the detector models.

Even though some works in the literature have assessed
either the accuracy of the source model or the detector model
separately, the authors believe that it is necessary to provide a
general procedure to validate both models in a simple manner.
The purpose of this study is to propose a concise experimental
approach to calibrate and validate a given model for the source
and the detector of a CBCT scanner. If the model is precali-
brated or if precise manufacturer information is available, the
degrees of freedom of the model tend to zero and, then, this
procedure can be used exclusively for model validation. As an
example of application, the proposed method has been applied
to the models of three different CBCT scanners and the results
are discussed.

2. MATERIALS AND METHODS
2.A. Procedure

The calibration and validation of the CT model is a two-step
protocol: the source model then the detector model. The source
model at each voltage is represented by the photon energy
spectrum @ (E,0,¢), i.e., the number of photons per energy
E for the kth voltage and without additional filtration (index
0) in a direction (0,¢) expressed in spherical coordinates. The
detector model is represented by the detector response S,,(E,5)
which is defined for each pixel p and is a function of the
incident photon energy E and the angle § between the normal
to the detector and the incident ray.

2.A.1. Source

The procedure to validate the source model is as follows:
first, a series of dose measurements in air is performed with
varying filter thicknesses and materials in front of the source.
High-purity sheets of aluminum (Al), copper (Cu), and silver
(Ag) are used. This procedure is repeated for several tube volt-
ages (kV), tube current (mA), and exposure times (ms). The
absorbed dose in air D;Tlf of the jth setup of filters (j = 1,...,J)
and kth voltage is measured using a dosimeter working in the
range of energies of interest. The energy dependence of the
dosimeter used for the experimental measurements is assumed
to be negligible at this range of voltages. The theoretical dose
in air is calculated using

D(0,9) = Z(uen/p)alr(E) ©; (Ei0,¢)- E:, ()

where D‘.hio is the theoretical dose in air, i is the index of
energy bins of the spectrum with E; the corresponding en-
ergy, (Uen/ p)air 1S the energy-dependent mass energy absorp-
tion coefficient of air taken from the NIST database,’ and ® ik
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is the polychromatic spectrum of the jth setup computed from
@ ;. and the known thicknesses of filters. A subset of acquired
data, e.g., dose measurements without filter in front of the
source (j = 0), might be used for calibrating the source model.
The last step of the validation process consists of giving a
figure of merit (e.g., the percentage relative difference) of the
comparison between experimental and calculated dose values
for each voltage, filter material, and filter thickness.

The proposed method can be used to perform both a sin-
gle point dose comparison (e.g., 8 = 0°,¢ = 0°) and a two-
dimensional (2-D) dose comparison (6,¢). For the latter, the
irradiation area is discretized and the validation procedure
repeated by shifting the dosimeter accordingly (step-and-shoot
technique). Another option is to substitute the punctual dosim-
eter by a 2-D dosimetric film or an array detector.

2.A.2. Detector

The validation of the detector model assumes that the
source model is calibrated and validated. A set of image
acquisitions is performed with varying filter materials and
tube voltages. Like the source validation procedure, high-
purity sheets of aluminum, copper, and silver are placed in
the beam to modify the source spectra @ ;. For each setup
Jj (G =1,...,J), more than 500 frames are acquired to reach
the plateau-regime of the lag.'® A temporal median is then
performed over the last frames where the image intensity
remains constant (i.e., the last 100 frames) to compute the
measured pixel value PJe.’X,f (p). The predicted pixel values are
determined as follows:

PI(p) = Zcb, (Ei0p.0,) - Sp(EiBp), b)

where P‘he"(p) is the predicted pixel value for the jth filter
setup and the kth voltage, 6, and ¢, are the spherical coor-
dinates of pixel p in the coordlnate system of the source,
Sy(E;,Bp) the detector response at energy E; and 8, which
is uniquely defined by the scanner geometry and (6,,4p).
Parameters of the detector model might be calibrated against a
subset of experimental data if necessary. Then, predicted and
measured pixel values for each voltage and spectrum filtration
are compared using a goodness of fit indicator, such as the
percentage relative difference.

The detector response (total absorbed energy) is considered
locally deposited, and not spread like it should be if scatter in
the detector was accounted for.!! Consequently, Eq. (2) can
only be used to validate the energy response of the detector,
not its spatial response.

2.B. Application
2.B.1. Experimental setups

The current procedure was applied to the three kV-CBCT
scanners of Table I. All flat panel detectors had CsI: Tl scin-
tillators. The filters in front of the x-ray source were slabs of
aluminum (nominal thicknesses: 0.5, 1, and 2 mm), copper
(nominal thickness: 0.1 mm), and silver (nominal thickness:



5201 Vilches-Freixas et al.: Procedure for the calibration and validation of kilo-voltage cone-beam CT models 5201

TasLe I. kV-CBCT units.

# System X-ray tube Flat panel

1 Elekta XVI Dunlee D604 Perkin Elmer XDR1622(Al)
2 medPhoton ImagingRing IAE RTM70HS Perkin Elmer XDR1642(Al)
3 IBA PT Gantry CBCT test bench Varian GS2075 Thales Pixium4343RF

0.125 mm). All filters were of high-purity (>99.9%). The
exact thickness ¢ of each high-purity filter material of known
density p was obtained from precise measurements of the
mass m and the area A. Moreover, two dosimeters working
in the range of voltages of interest, i.e., from 50 to 130 kV,
specifically the Nomex (PTW GmbH, Freiburg, Germany)
and the MagicMax (Ion Beam Applications S.A., Louvain-
la-Neuve, Belgium) multimeters, were used for the source
model verification. Acquisitions were performed with three
filter combinations: (f7) no filter, (f2) 8 mm Al, and (f3)
0.3 mm Cu + 0.5 mm Ag.

A prerequisite of implementing this procedure is to have
a model that needs to be validated. The proposed method
can be used with any given model of source and detector
response. To illustrate its application, a model for the source
and for the detector response is proposed below. The unknown
parameters of the models are determined through calibration
against experimental data. Finally, the agreement between the
experimental data and the model output is measured by quan-
tifying the relative differences between the measures and the
predictions.

2.B.2. Source model

Proprietary information, such as the inherent filtration (stoi-
chiometric composition and thickness) and the anode angle of
the x-ray source, is either not provided or it is given with large
uncertainties. To overcome this restriction, the unknown tube
filtration of the systems under study was described as a linear
combination of two known materials. Aluminum (Al) and
copper (Cu) were chosen as basis because they are commonly
employed in commercial x-ray tubes as filter materials. In
this study, the x-ray source was modeled by a photon energy
spectrum parameterized by the anode angle, the tube voltage,
and the thicknesses of the basis materials (Al, Cu) which repre-
sent the inherent filtration. Using the program SpekCalc,'?
photon fluence spectra were generated without any filtration
for different voltages at 10 kV step and for anode angles from
5° to 22° at 1° interval. Then, each spectrum was filtered with
all possible thickness combinations of Al (from 0.1 to 8.0 mm
at 0.1 mm step) and Cu (from 0.005 to 0.5 mm at 0.005 mm

TasLe II. Model parameters of each imaging system (see Table I) determined
through minimization.

System Anode angle (deg) mm Al mm Cu Csl length (um)
#1 18 72 0.01 750
#2 11 0.3 0.06 350
#3 11 3.0 0.01 450
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step). Finally, the experimental data were used to calibrate
the model. The optimal tuple of parameters for each imaging
system (anode angle, Al and Cu thicknesses) was determined
by minimizing the following cost function:

DCXP D[heo 2

Fsource=2(%) P 3)
J.k J-k

where the index j and k refers to the jth filter setup and kth

voltage, respectively. DexP are the experimental dose values

and Dthe" are the theoretlcally determined dose values.

Dose measurements were carried out with a narrow beam
geometry using: the filter cassette M2 (system #1), the dy-
namic collimation jaws (system #2), and lead slabs (system
#3). A dosimeter was attached to the flat panel detector and
placed at the central beam axis. Thus, only the spectrum along
the beam central axis (6 = 0°) was considered. The abso-
Iute photon yield was adjusted by weighting the SpekCalc
spectra, filtered only with the inherent filtration, with the ratio
of measured and theoretical dose in air without additional
filtration (j = 0) for the corresponding (kV, mA, ms) tuple of
source parameters.

2.B.3. Detector response model

The detector response was modeled as the average contribu-
tion to the pixel value of one incident photon as a function of its
energy. It was assumed that pixel values were proportional to
the energy deposit in the scintillator. The detector response was
generated using Monte Carlo simulations. The flat panel de-
tector was modeled in GATE (Ref. 13) v7.2 (based on GEanT4
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FiG. 1. Source and detector response models built for the kV-CBCT unit of
system #3 (see Table I). Left axis: plot of the 70 and 120 kV x-ray source
spectra. Right axis: Monte Carlo simulated detector response in energy.
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Tasce III. For all systems (see Table I), results of the source and the detector model verification expressed in
terms of the relative difference (in %) averaged over all voltages. The total relative difference, averaged over all
filtration, and the relative to each filtration are shown in separate columns.

Source Detector
System Total fi f3 Total fi e f3
#1 14 £5.1 29+1.7 —-12+54 1.8+6.5 -2.1+24 40+1.3 3.6+ 10
#2 -048+35 -12=x1.6 0.78 5.1 -37+99 -23+40 -28+58 -69+19
#3 045 +2.8 0.97 £2.1 -63+1.1 -24+£57 -086+1.3 0.63+£42 -75+73

v10.1, physics list: emlivermore) as a stack of layers of user-
defined materials according to the manufacturer’s description
(stoichiometry and thickness). The response of the detector
was obtained by measuring the energy deposited in the scin-
tillator layer with monoenergetic pencil beams of energies
ranging from 1 to 140 keV,'* perpendicular to the detector. In
the 20—-140 keV energy range, the statistical uncertainty of the
simulated detector response was below 0.5% for all detectors
(10'° photons). To provide an absolute value of the deposited
energy on the detector, no calibration nor corrections, i.e., bad
pixels and gain, was applied to the acquired projections, only
offset correction. Then, a parameter was used in the model to
relate the detector signal to the predicted value, i.e., a multi-
plicative factor ¢, for each pixel p of the detector determined
in the least square sense

2P
Op= 4
S @)

.k

P‘he"(p) is the predicted pixel value for setup jth and kth
Voltage with p the pixel index and PexP(p) the measured pixel
value for setup jth and kth voltage. To manage bad pixels,

exP +(p) was determined by taking the spatial median of the
51gna1 in a 3 x 3 pixels area perpendicular to the beam central
axis. Moreover, as the exact thickness of the CsI scintillator
layer was not perfectly known, the detector response was
computed for scintillator lengths ranging from 200 to 900 ym
at steps of 50 um. The experimental data were used to deter-
mine the optimal CsI length that minimized the following cost
function:

5, P — Pheo

Fetector = Z(W s ©)
Jik P j.k

where the index j and k refers to the setup jth and kth voltage,

respectively.

2.B.4. Sensitivity analysis

The term “‘sensitivity analysis” refers here to the study of
the variations of the model accuracy (cost function) around its
optimum. In particular, once the optimal tuple of source model
values (mm Al, mm Cu, anode angle) was determined for each
system, small variations (i.e., up to £0.3 mm Al, £0.01 mm Cu,
+3°) around the optimal values at a time were introduced for
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each parameter. For the detector response model, the scintil-
lator length was varied from 200 to 900 um.

3. RESULTS

The source model was calibrated using dose measurements
in air with increasing thicknesses of aluminum, with the beam
filtrations f; (no filter) and f3 (0.3 mm Cu + 0.5 mm Ag).
For each imaging system, the parameters of the source model
were determined by minimizing the cost function described in
Eq. (3) and are summarized in Table II. In Fig. 1, a plot of
two representative x-ray spectra and the detector response in
energy, obtained after calibration, for system #3 is shown.

The results of the point-by-point dose comparison between
experimental and theoretical values are summarized in Ta-
ble III. This is illustrated visually in Fig. 2 for the system #3.
The figures for the other systems are provided as supplemen-
tary material.'> Averaging over all setups, all imaging systems
showed an agreement between theoretical absorbed dose in the
dosimeter and measurements within 1.5%.

For the detector response verification, three irradiation
setups were evaluated: f; (no filter), f, (8 mm Al), and
f3 (0.3 mm Cu + 0.5 mm Ag). For each imaging system,
the scintillator length, which was an unknown parameter of
the detector model, was determined by minimizing the cost
function described in Eq. (5). The resulting CsI lengths are
shown in Table II. The results of the detector response model
verification are summarized in Table III and it is illustrated in
Fig. 3 for the system #3. In general, good agreement between
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Fic. 2. Results of the source model verification for the imaging system
#3 (see Table I). Semi-logarithmic plot of the absolute dose per pulse as
a function of the aluminum thickness interposed in the beam for several
tube voltages. Left: Original beam spectra (i.e., filtration f}); right: spectra
with filtration f3. Markers represent the experimental dose readouts and the
continuous lines the theoretical dose values.
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FiG. 3. Results of the detector response verification for the imaging system
#3 (see Table I). Semi-logarithmic plot of the theoretical (continuous line)
and measured (markers) energy deposited in the detector for increasing x-ray
tube potentials divided by the mAs. The method was repeated using different
spectra filtration: fi, f2, f3.

the theoretical and the measured energy deposited in the
detector is obtained for setup f; and f,. For the setup f3, larger
discrepancies are observed, particularly for the imaging sys-
tem #2. Nevertheless, when taking into account all the setups,
the theoretical total energy deposit in the detector agreed with
measurements to within 4% for all imaging systems.

The results of the sensitivity analysis for the three imaging
systems are shown in Fig. 4. Systems #2 and #3 are more
sensitive to variations in the anode angle, inherent filtration,
and scintillator length than system #1.

4. DISCUSSION

In this work, an experimental procedure has been developed
to calibrate and validate any model of source and detector
responses of a CBCT unit.

Thickness Al

Anode angle

In the application example, the unknown parameters of
the models were determined by minimizing a defined cost-
function using the procedure measurements. The results of
the source model verification showed worse agreement of the
f5 filter setup for the imaging system #1 compared to the
others. Either the process of minimizing the cost function
did not provide the optimal inherent filtration thicknesses,
because there were fewer data points in f3 compared to f,
or the f3 data set points out an error in the model for highly
hardened beams. In the detector model verification, larger
discrepancies were observed for the setup f3, particularly for
the imaging system #2. This could be due to a limitation
or error in the model, e.g., a wrong density or thickness
estimation in the simulated stack of layers. Nevertheless, even
if the source model accuracy for the different setups was not
optimal, it seems to have little influence on the detector model
accuracy.

The main difference between our method and those found
in the literature is that we generate many data points using
different filtering materials. Moreover, the measurement and
the prediction of doses in air are compared for each filter setup
instead of comparing the HVLs only. Due to the discontinuities
in the spectrum range, materials such as silver, gold, and tung-
sten modulate the initial spectra in a different way compared to
aluminum. The introduction of copper and silver filtration in
the verification process seems to highlight errors or limitations
in the source and in the detector model that were not noticeable
with the aluminum filtration only.

The materials required to set the experimental framework
are easily accessible and often available in hospitals, i.e., atten-
uation filters of different materials for both models, and a
dosimeter working in the range of CT imaging voltages. This
procedure is interesting for the physicists who need a forward
model benchmarked against experimental data, a prerequisite
in many applications, some of which have been listed in the
Introduction.

The protocol has only been illustrated to a single direction
for the source and the detector of three CBCT scanners but
other directions may be validated by repeating the procedure,

Thickness Cu Scintillator length

cost function F

0.0 I I I I I 0.0 I I I

A6 anode (deg) Aty (mm)

. L L 0.0 0.0
-3 -2 -1 0 1 2 3 -03-0.2-0.10.0 0.1 0.2 0.3 -0.010-0.005 0.000 0.005 0.010 200 300400 500 600 700 800 900

Atg, (mm) Csl length (um)

|+ System #1 —@— System #2 —¢— System #3|

Fic. 4. Sensitivity analysis results in terms of the cost function as a function of the parameters of the source and the detector model. Variations were centered at
the optimal values, summarized in Table II, determined previously in the model calibration stage.
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using 2D dose detectors or applying the method developed
by Randazzo and Tambasco® which is complementary to the
current protocol. To compute the theoretical dose values in
the 2D plane and thus, to account for the heel effect in the
anode—cathode direction, analytic models of the heel effect that
require few dose points measurements in the 2D plane might
be used.'®

According to the sensitivity analysis, very hardened beams
(e.g., system #1) are less sensitive to variations in the source
model parameters because anode angle or inherent filtration
variations do not introduce significant changes in the photon
yield. The detector response was sensitive to the scintillator
length but it was characterized by a flat cost function around
the optimum. In other words, the scintillator lengths in the
10% interval of the optimal CsI length would produce similar
results.

The limitation of the current validation procedure is that
when parametric models with many unknowns are used, like in
the application example (Sec. 2.B), the experimental data are
also used for the model calibration. In such cases, one needs to
have independent sets of measurements for the validation. Oth-
erwise, this procedure is only an indicator of the goodness of fit
of our calibration. However, if the model of the CBCT scanner
is precalibrated, this procedure can be exclusively used for
validation. Presumably, the user would anyway further vali-
date the model depending on its use, e.g., using a beam stop
array for scatter simulations. To complement our sensitivity
analysis, it would be of additional value to evaluate the impact
of measurement uncertainties.

5. CONCLUSION

In this work, a calibration and validation procedure for any
model of the source and the detector of a CBCT unit has been
described. The experimental procedure requires instruments
and equipments that are readily available in many clinical
or research facilities. The protocol has been successfully
applied to simple models of three commercial x-ray imaging
systems.
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