
Optimization of dual-energy CT acquisitions for proton therapy using
projection-based decomposition

Gloria Vilches-Freixas, Jean Michel L�etang, Nicolas Ducros, and Simon Rita)

Universit�e de Lyon, CREATIS, CNRS UMR5220, Inserm U1206, INSA-Lyon, Universit�e Lyon 1, Centre L�eon B�erard, Lyon, France

(Received 3 March 2017; revised 21 June 2017; accepted for publication 26 June 2017;
published 18 August 2017)

Purpose: Dual-energy computed tomography (DECT) has been presented as a valid alternative to

single-energy CT to reduce the uncertainty of the conversion of patient CT numbers to proton stop-

ping power ratio (SPR) of tissues relative to water. The aim of this work was to optimize DECT

acquisition protocols from simulations of X-ray images for the treatment planning of proton therapy

using a projection-based dual-energy decomposition algorithm.

Methods: We have investigated the effect of various voltages and tin filtration combinations on the

SPR map accuracy and precision, and the influence of the dose allocation between the low-energy

(LE) and the high-energy (HE) acquisitions. For all spectra combinations, virtual CT projections of

the Gammex phantom were simulated with a realistic energy-integrating detector response model.

Two situations were simulated: an ideal case without noise (infinite dose) and a realistic situation

with Poisson noise corresponding to a 20 mGy total central dose. To determine the optimal dose bal-

ance, the proportion of LE-dose with respect to the total dose was varied from 10% to 90% while

keeping the central dose constant, for four dual-energy spectra. SPR images were derived using a

two-step projection-based decomposition approach. The ranges of 70 MeV, 90 MeV, and 100 MeV

proton beams onto the adult female (AF) reference computational phantom of the ICRP were analyti-

cally determined from the reconstructed SPR maps.

Results: The energy separation between the incident spectra had a strong impact on the SPR preci-

sion. Maximizing the incident energy gap reduced image noise. However, the energy gap was not a

good metric to evaluate the accuracy of the SPR. In terms of SPR accuracy, a large variability of the

optimal spectra was observed when studying each phantom material separately. The SPR accuracy

was almost flat in the 30–70% LE-dose range, while the precision showed a minimum slightly shifted

in favor of lower LE-dose. Photon noise in the SPR images (20 mGy dose) had lower impact on the

proton range accuracy as comparable results were obtained for the noiseless situation (infinite dose).

Root-mean-square range errors averaged over all irradiation angles associated to dual-energy imaging

were comprised between 0.50 mm and 0.72 mm for the noiseless situation and between 0.51 mm

and 0.77 mm for the realistic scenario.

Conclusions: The impact of the dual-energy spectra and the dose allocation between energy levels

on the SPR accuracy and precision determined through a projection-based dual-energy algorithm

were evaluated to guide the choice of spectra for dual-energy CT for proton therapy. The dose bal-

ance between energy levels was not found to be sensitive for the SPR estimation. The optimal pair of

dual-energy spectra was material dependent but on a heterogeneous anthropomorphic phantom, there

was no significant difference in range accuracy and the choice of spectra could be driven by the preci-

sion, i.e., the energy gap. © 2017 American Association of Physicists in Medicine [https://doi.org/

10.1002/mp.12448]
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1. INTRODUCTION

In proton treatment planning, the range of protons in patients

is determined from the stopping power ratio (SPR) of tissues

relative to water along the beam path. Multiple sources cause

range uncertainty, in particular: patient setup errors, uncer-

tainties in the conversion of X-ray CT numbers to proton

SPR, beam delivery errors and dose calculation approxima-

tions.1 In clinical practice, safety margins are added to the tar-

get volume to account for the uncertainty in predicting proton

ranges in tissues. Unfortunately, the use of large margins pre-

vents full benefit of proton therapy.1

The stoichiometric calibration proposed by Schneider

et al. (1996)2 has been widely adopted in the current practice

to convert planning X-ray CT images into SPR maps based

on single-energy CT (SECT). However, a 3.5% range uncer-

tainty has been associated with this conversion.3 Dual-energy

CT (DECT), by exploiting the differences of X-ray attenua-

tion coefficients of tissues at different energies, has the poten-

tial to reduce this uncertainty, and thus, to improve the range

estimation.

There are different commercial strategies to perform

DECT such as dual-source, fast kV-switching, dual-layer

scanners, and photon-counting detectors.4 DECT imaging
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consists in recording two datasets of a given anatomical area

at different X-ray voltages, or with one voltage but measuring

different parts of the spectrum at the detector level. By com-

bining these images, either in the projection domain (prior to

image reconstruction)5,6 or in the image domain (after image

reconstruction),7–10 one can characterize and segment the

patient tissues. Relative electron density (RED) and effective

atomic number (Zeff) are quantities commonly used for mate-

rial segmentation in radiotherapy applications that can be

estimated from DECT. SPR can then be derived from RED

and Zeff maps and the Bethe–Bloch equation,11 or by estab-

lishing a polyline curve (RED, SPR/RED) through calibra-

tion.12 Other SPR estimators from dual-energy outputs have

been recently proposed in the literature which do not require

the determination of the intermediate variable Zeff with com-

parable results.13,14

There is a growing concern about the imparted doses in

medical imaging applications, particularly for diagnostic pro-

cedures. By balancing the dose between the low- and the

high-energy acquisitions, radiation dose levels of DECT

imaging are not necessarily higher than those of SECT imag-

ing.15 Due to the additional information contained in DECT

data compared to SECT, it seems also feasible to further

reduce radiation doses with dual-energy imaging. For that,

the optimization of DECT acquisition protocols focusing on

the figure of merit specific for each task, e.g., diagnostic or

radiotherapy treatment planning, is mandatory. In addition, a

careful study of the influence of the various acquisition

parameters on the accuracy of the extracted data is of impor-

tance. Spectral optimization of dual-energy imaging has been

conducted for cardiac, chest, and mammography imaging

applications.16–18 Additional spectral filtration has been opti-

mized to improve the dual-energy performance in material

discrimination tasks based on the dual-energy ratio.19,20 In

most of these works, the optimization of DECT acquisition

settings, i.e., dose distribution between low- and high-energy

acquisitions, tube voltage pair, filter material, and thickness,

is based on the contrast-to-noise ratio (CNR) or the signal-to-

noise ratio (SNR) criterion. In a recent work,21 a framework

for optimizing spectral CT imaging parameters and hardware

design with respect to material classification tasks has been

proposed.

In this work, we have focused on investigating the effect

of two factors, namely the dual-energy spectra and the dose

balance between energy levels, to maximize the accuracy and

the precision of SPR maps, which are figures of merit essen-

tial for proton therapy dose calculations. First, we have inves-

tigated the effect of various voltages and tin filtration

combinations on the SPR. Second, holding the dose to the

patient constant, we have studied the influence of the distri-

bution of dose between the low- and the high-energy acquisi-

tions on the reconstructed SPR images, using four

representative dual-energy spectra. The SPR images of three

slices of the Adult Female (AF) ICRP computational phan-

tom (i.e., head, thorax, and pelvis) have been reconstructed

for the same four pairs of spectra. Then, the ranges of a

70 MeV, 90 MeV, and a 100 MeV proton beam — which

corresponded to a range in water of 40.8 mm, 64.0 mm, and

77.2 mm, respectively — have been computed from the

reconstructed SPR maps at different incident angles. The pro-

ton range accuracy of each setup has been estimated by calcu-

lating the mean range deviation over all irradiation angles

and the root-mean-square (RMS) error. The gain in range

accuracy, based on this dual-energy approach, has also been

compared to a single-energy CT acquisition of the AF ICRP

phantom at 120 kVp.

2. MATERIALS AND METHODS

2.A. Image simulation

The 33-cm diameter Gammex RMI 467 (Gammex, Mid-

dleton, WI, USA) tissue characterization phantom, which

represents a medium-size body, was used to investigate the

optimal dual-energy spectra and the optimal dose balance

between energy levels. Sixteen inserts mimicking human tis-

sue attenuation properties positioned as described in Fig. 1

with mass densities ranging from 0.3 to 1.82 g cm�3 and

known chemical compositions were considered. The index-

to-material mapping and the reference SPR values are pro-

vided in Fig. 1.

The AF reference computational phantom of the Interna-

tional Commission on Radiological Protection (ICRP)22 was

used as a virtual patient to investigate the influence of the

previous results on the proton range estimation. This phan-

tom represents an average female and it contains 140 organs

made of 53 standard human tissues, whose mass density and

chemical composition are provided in the same ICRP

Publication 110.22 Each voxel has a dimension of

1.774 9 1.775 9 4.84 mm3. Three axial slices of different

anatomical regions were selected to evaluate different human

tissues and irradiation geometries: head, thorax, and pelvis

(Fig. 2).

For both phantoms, the electron density relative to water

of each insert material or tissue m was estimated using:

FIG. 1. Left: Gammex 467 phantom. Right: insert ID, material name and ref-

erence SPR values.
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where the label w refers to water, q is the mass density, Zi is

the atomic number, Ai the atomic mass, and xi the fraction

by weight of the ith chemical element that composes the

material m.

The reference stopping power values relative to water of the

phantom inserts were computed using Bethe’s equation with-

out correction terms.2,11A 200 MeV initial kinetic energy was

used and an ionization potential value of water of 78 eV was

considered. Both the RED and the SPR reference values were

computed with respect to G4-Water, i.e., water material from

the Geant4 materials database, which slightly differs from

Gammex Water material. Consequently, the reference SPR

value of GammexWater is 1.004 instead of 1 (see Fig. 1).

To make the study as realistic as possible, the irradiation

geometry and the characteristics of a particular device, the

imaging ring (IR) X-ray system (medPhoton, Salzburg, Aus-

tria), described by Rit et al.,24 were employed in this study.

The IR is a fast-kV switching system equipped with a filter

wheel synchronized with the beam pulse. Nevertheless, the

results of this study could be extrapolated for any other dual-

spectrum device. Virtual CT acquisitions of the IR were car-

ried out by means of deterministic simulations in GATE25

v7.2 using the fixed forced detection (FFD) actor. This deter-

ministic module computes digitally reconstructed radiographs

(DRR) using the reconstruction toolkit (RTK)26 and the

Geant4 database of X-ray cross sections. Only one slice was

reconstructed using fan-beam projections with 360 views of

807 pixels of 1 mm without scatter were considered for the

Gammex phantom, whereas 600 projections of 1026 pixels of

1 mm without scatter were considered for the ICRP phantom.

The source-to-isocenter distance was 626 mm and the

source-to-detector distance was 1026 mm. For the realistic

scenario, Poisson noise was applied to the projections to deli-

ver a central dose Dc with each spectrum while delivering a

total central dose of 20 mGy with the dual-energy acquisi-

tion. The level of Poisson noise depends on the number of

primary photons per simulation, Nprim, required to deliver a

central dose of primary radiation, Dc, which was determined

analytically assuming an homogeneous water medium:

Nprim ¼
Dc Abeam

R

E
SðEÞ e�lwðEÞ r

len;wðEÞ

qw
E dE

(2)

where Abeam is the area covered by the beam at the isocenter

considering a constant flat field, S is the energy-dependent

incident spectrum with unity area:
R

E
SðEÞ � dE ¼ 1,

len;wðEÞ=qw and lw are respectively the energy-dependent

mass energy-absorption coefficient and the linear attenuation

coefficient of water taken from the NIST database,27 and r is

the radius of the phantom. The central dose Dc of 10 mGy per

energy spectrum (20 mGy in total) was calculated at the center

of a 33 cm diameter water phantom for the Gammex, the

ICRP thorax slice, and the ICRP pelvis slice, whereas a 20 cm

diameter water phantom was considered for the ICRP head

slice. The energy-dependent detector response used in this

study was previously validated by Vilches-Freixas et al.28

For each projection angle, a low-energy (LE) and a high-

energy (HE) intensity value were obtained:

ILE ¼

Z Emax

Emin

SLEðEÞ DðEÞ exp �

Z

L

lð‘;EÞ d‘

� �

dE (3)

IHE ¼

Z Emax

Emin

SHEðEÞ DðEÞ exp �

Z

L

lð‘;EÞ d‘

� �

dE (4)

where L is the line segment between the source and a detector

pixel, ILE and IHE are the measured intensities, SLE and SHE
are the polychromatic photon spectra, and D(E) the detector

response.

For each pair of X-ray spectra, the incident energy gap,

DE, was calculated as the separation between the average

energies of the incident spectra:

DE ¼

Z E2

0

SHEðEÞ E dE �

Z E1

0

SLEðEÞ E dE (5)

where E1 and E2 are the maximum energies of the LE and

the HE spectra, respectively.

FIG. 2. Reference SPR images for the head, thorax, and pelvis slices of the

AF ICRP phantom. [Color figure can be viewed at wileyonlinelibrary.com]
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2.B. Dual-energy spectra optimization

SpekCalc29–31 was used to generate the X-ray spectra from

60 kV to 140 kV with 2 kV steps, 10� anode angle, 2.5 mm

Al total filtration [required minimum filtration according to

the NCRPM (1989)32], and 1000 mm air filtration. Each

spectrum was filtered with pure tin (Sn), as suggested by Pri-

mak et al. (2009),20 with thicknesses ranging from 0 to

2.5 mm in 0.1 mm increments. For the LE acquisitions, the

tube voltage was varied from 60 kV to 100 kV, whereas for

the HE acquisitions it was varied from 80 kV to 140 kV. No

tin filtration was considered for the LE acquisitions to maxi-

mize the energy gap, only the 2.5 mm Al inherent filtration.

In total, 16926 tuples (21 LE voltages, 31 HE voltages, and

26 Sn thicknesses) were evaluated.

In this spectra optimization study, the same dose at the

center was considered for the low- and the high-energy acqui-

sitions. In particular, a central dose Dc of 10 mGy with each

voltage and filtration combination was used, and thus a total

central dose of 20 mGy with the dual-energy acquisition.

For each (LE, HE, mm Sn) tuple, the reconstructed SPR

image of the Gammex phantom was compared to the refer-

ence values (Fig. 1). The relative accuracy and precision were

calculated in a circular region-of-interest (ROI) centered at

the center of the insert with a radius of three-fourths the size

of the insert (i.e., 10 pixels radius). The relative accuracy

(RA) and precision (RP) of the SPR averaged over all inserts

were computed as follows:

RA ¼
1

N

X

N

m¼1

vrefm � vm

vrefm

� �

(6)

RP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

N

X

N

m¼1

rm

vrefm

� �2

v

u

u

t (7)

where vrefm , vm, and rm are respectively the reference SPR

value (listed in Fig. 1), the mean SPR value inside the ROI

and the standard deviation inside the ROI for the mth insert,

with N equal to 16.

2.C. Fractional dose allocation optimization

The same irradiation setup as described above was used to

estimate the optimal dose balance between voltages that mini-

mizes the uncertainty and the precision of the SPR. Table I

shows the four dual-energy spectra selected for this study,

with incident energy gaps comprised between 30 keV and

49 keV. The first pair of dual-energy spectra corresponds to

the Siemens Flash spectra;33 the second one to a possible pair

of dual-energy spectra generated with the medPhoton Imag-

ing Ring, whereas the others correspond, respectively, to the

optimal dual-energy spectra for solid water and bone tissue

obtained from the results of Section 2.B. The dose of the LE

and the HE acquisitions are herein named DLE and DHE,

respectively. For each pair of dual-energy spectra, the propor-

tion of DLE (DHE) with respect to the total dose was varied

from 10% (90%) to 90% (10%) by steps of 20% while keep-

ing the phantom dose at the center to a constant value of 20

mGy. For each dose level, the corresponding Poisson noise

was computed using Eq. (2) and it was applied to the projec-

tions through the FFD actor of GATE. In total, considering

the four pairs of dual-energy spectra and the five dose levels

evaluated per spectra, 20 noise levels were computed with

Eq. (2). For each noise level, i.e., for each pair of dual-energy

spectra and dose proportion, 25 realizations of noise in the

projection images were generated to estimate the accuracy

and the precision. Then, the SPR value inside a 10 pixels

radius ROI inside each insert was computed for each set and

compared to the reference values. The overall accuracy and

precision of the SPR averaged over all inserts were also com-

puted [Eqs. (6) and (7)].

2.D. SPR determination

The proposed method to compute the SPR from dual-

energy data in the projection domain is an adaptation of the

two-steps procedure proposed by Farace34 in the image

domain. It consists of two steps: first, determination of the

RED image through the two-material decomposition method

proposed by Alvarez and Macovski5 implemented in the pro-

jection domain; and second, determination of the SPR image

using the poly-lines relations proposed by Kanematsu et al.12

The key idea of the two-materials method is that the linear

attenuation coefficient of the scanned object at any spatial

position x and energy E, l(x,E), can be expressed as a linear

combination of two energy-dependent basis functions of two

materials with energy-independent coefficients. Choosing

water (w) and compact bone (b) as basis materials, it is

assumed that

lðx;EÞ ¼ qwðxÞ
l

q

� �

w

ðEÞ þ qbðxÞ
l

q

� �

b

ðEÞ (8)

where l/q denotes the energy-dependent mass attenuation

coefficients and q the mass fraction per volume.

By performing an acquisition with LE and HE spectra,

two sinograms of the same object are available. For every

angle h and pixel location u, we have

TABLE I. Dual-energy spectra selected for the dose allocation study and the

assessment of the proton range accuracy. From left to right: low-energy spec-

trum, high-energy spectrum with additional tin filtration and the correspond-

ing energy gap.

#

LE

spectrum HE spectrum

DE

(keV) Description

1 80 kVp 140 kVp + 0.4 mm Sn 43 Siemens Flash spectra

2 60 kVp 120 kVp + 0.6 mm Sn 48 medPhoton Imaging Ring

spectra

3 90 kVp 110 kVp + 0.5 mm Sn 30 Solid water optimal DE

spectra

4 80 kVp 106 kVp + 2.2 mm Sn 49 Bone tissue optimal DE

spectra
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ÎLEðh; uÞ ¼ � ln
ILEðh; uÞ

I0LEðh; uÞ

� �

(9)

ÎHEðh; uÞ ¼ � ln
IHEðh; uÞ

I0HEðh; uÞ

� �

(10)

where ILE and IHE are the intensities measured in the presence

of the object, while I0LE and I0HE are the intensities measured

in the absence of the object. The projection of the mass den-

sities are given by

awðh; uÞ ¼

Z

Lðh;uÞ

qwð‘Þd‘ (11)

abðh; uÞ ¼

Z

Lðh;uÞ

qbð‘Þd‘ (12)

where L(h,u) is the line segment between the source and a

detector pixel located at position u for the view angle h. The

projected mass densities faw; abg can be expressed as a poly-

nomial function of the logarithmic transmission values

fÎLE; ÎHEg
36,35 at every angle h and pixel location u, i.e.,

aw ¼ Pw ÎLE; ÎHE
� �

(13)

ab ¼ Pb ÎLE; ÎHE
� �

(14)

The coefficients of the polynomial Pw and Pb can be

obtained through a calibration procedure in the least squares

sense. Attenuation measurements were performed for two dif-

ferent photon spectra (labeled LE and HE) interposing slabs

of two well-known materials with variable thicknesses. It is

important that the calibration phantom covers all possible

path length variations through each basis material, and com-

binations of path lengths through both materials.37 In this

study, water thicknesses ranging from 0 to 38 cm with 1 mm

steps and compact bone thicknesses comprised between 0

and 15 cm in 1 mm increments were used for the calibration.

A fourth degree polynomial with 15 terms was initially con-

sidered. A stability study to noise, similar to that conducted

by L�etang et al.,38 was performed to determine which terms

of the polynomial were more unstable and, thus, eliminated.

Finally, a fourth degree polynomial with 12 terms was found

to be adequate to solve this system of equations.

Then, image reconstruction of water and compact bone

mass densities were performed using the filtered backprojec-

tion (FBP) reconstruction of RTK on a 380 9 380 pixel grid

with 1 9 1 mm2 pixels size for the Gammex images, and on

a 299 9 137 pixel grid with 1.775 9 1.775 mm2 pixels size

for the ICRP images.

Finally, on a pixel-by-pixel basis, the RED image was

derived from the reconstructed mass density images,

qwðxÞ and qbðxÞ, the number of electrons per molecular

weight of each basis material and the tabulated electron

density of water (i.e., G4-water for consistency with

reference RED and SPR values), qe;w; divided by the

Avogradro’s number, NA:

REDðxÞ ¼
qwðxÞ

P

i wi
Zi
Ai

h i

w
þqbðxÞ

P

i wi
Zi
Ai

h i

b

qe;w
NA

	 
 (15)

The reconstructed RED values were directly converted

into SPR through the piecewise linear relations of the RED

and the ratio between SPR and RED of human tissues as sug-

gested by Kanematsu.12 To reproduce Fig. 1(a) of Kanematsu

et al.,12 a selection of 92 ICRU 4639 body tissues, excluding

obsolete or artificially extracted materials, were used to per-

form the calibration. The SPR values of these body tissues

were calculated using Bethe’s equation without correction

terms at 200 MeV, as done for the Gammex and the ICRP

SPR reference values.

2.E. Proton range prediction

To estimate the accuracy of the proton range prediction,

three slices of the ICRP phantom were selected: head, thorax,

and pelvis. Three proton energies were considered: 70 MeV

(head), 90 MeV (thorax), and 100 MeV (pelvis). The corre-

sponding ranges in water Rwater, according to the continuous

slowing down approximation,40 were 40.8 mm, 64.0 mm,

and 77.2 mm, respectively. These beam energies have no

clinical relevance, they have been chosen to avoid irradiating

twice the same phantom area with coplanar beams. The pro-

ton range in the phantom computed at each angle h, where h

ranges from 0 to 360� in 5� step around the center of the

phantom, was determined as the phantom depth Rh where

the water equivalent thickness, defined as the integral of the

phantom SPR along the proton beam path, matched the pro-

ton range in water:

Rwater ¼

Z Rh

0

SPRhðlÞ dl (16)

where SPRh is the 1D profile of the SPR image along the pro-

ton beam path for the incident angle h. The SPR was com-

puted for the dual-energy spectra shown in Table I. To

quantify the gain with respect to single-energy imaging, scan-

ner simulations of the Gammex phantom performed at

120 kVp filtered with 0.2 mm Sn were used to generate a CT

number to SPR calibration curve (Fig. 3). A CT acquisition

of the AF ICRP phantom at 120 kVp/Sn was used to derive

the corresponding SPR map through this SECT calibration

curve. Both for single-energy and dual-energy, two dose

levels were considered: SPR images computed without imag-

ing noise (infinite dose or ideal case) and SPR images com-

puted with a 20 mGy central dose. For the latter, for each

anatomical region and spectra, the range was assessed on 25

SPR images reconstructed from different noise realizations.

The proton range estimated from DECT and SECT SPR

maps were compared to the range calculated from the refer-

ence SPR map (Fig. 2).

For each imaging situation and noise setup, the histogram

of the proton range differences over all irradiation angles was
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fitted with a Gaussian distribution (l � r). In addition, the

RMS error and the maximum error were also computed.

3. RESULTS

3.A. Dual-energy spectra optimization

In this spectra optimization study, a total of 16926 tuples

were considered by combining 21 LE voltages, 31 HE volt-

ages, and 26 Sn-thicknesses. For the realistic scenario

(images with a 20 mGy central dose and equal dose weight

per energy channel), the overall SPR accuracy and precision

were plotted against the incident energy gap (Fig. 4). The

overall accuracy [Eq. (6)] was not strongly dependent on the

spectra separation, with a minimum in the 25–35 keV range

of energy gaps where the maximum separation is about

80 keV. In addition, dual-energy spectra combinations with

an energy gap above 30 keV resulted in an overall accuracy

within �0.6%. The overall precision [Eq. (7)] asymptotically

approached a 4.7% level with increasing energy gap. This

level of precision was achieved for energy gaps larger than

60 keV.

A zero precision was expected for the simulations without

noise. However, images reconstructed from noiseless discrete

projections always display residual noise caused by discrete

filtering and image interpolation during backprojection. A

constant value of 2.6% was observed for all SPR images

without noise. In other words, the horizontal line in Fig. 4(b)

would be shifted to 2.6% in the case of noiseless simulations.

This residual noise level is also present in the noisy simula-

tions of Fig. 4 but combined with the photon noise.

To understand why the energy gap is not a good metric to

determine the dual-energy spectra that minimizes the overall

SPR accuracy, one representative insert per tissue group was

selected: LN-300(8) for the low (RED < 0.5), Solid Water(7)

for the medium (0.5 < RED < 1.2), and CB2-50(1) for the

high (RED > 1.2) density. One optimal dual-energy spectra

per tissue group was determined looking at the accuracy

inside the corresponding ROI for all spectra combinations.

Around this (LE, HE, Sn) tuple, orthogonal slices were plot-

ted to study the dependence of the insert accuracy with the

low voltage, the high voltage, and the additional filtration.

The plots relative to the ideal situation are shown in Fig. 5.

Different optimal points were found for different tissue types,

which suggests tissue variability with respect to the optimal

energy spectra.

FIG. 4. Overall SPR accuracy and precision as a function of the incident energy gap for the realistic acquisition scenario (20 mGy central dose) and the same

dose weight per voltage. Each of the 16926 data points corresponds to a (LE, HE, mm Sn) combination. Horizontal dashed red lines indicate the �0.6% accuracy

level (left) and the 4.7% precision level (right). [Color figure can be viewed at wileyonlinelibrary.com]

FIG. 3. HU to SPR calibration curve for SECT scanner simulations of the

Gammex phantom at 120 kVp/Sn. A piece-wise linear interpolation between

HU and SPR values was used, divided in four segments: lung tissue, adipose

tissue, soft tissue, and bone tissue. [Color figure can be viewed at wileyonli-

nelibrary.com]
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To investigate why there are some energy windows that

produce better accuracy results than others, the ratio between

the theoretical linear attenuation coefficient (retrieved from

NIST27) and the estimated value [obtained through Eq. (8)]

as a function of the monochromatic energy was computed for

the same Gammex inserts as in Fig. 5: CB2-50, Solid Water,

and LN-300. For each insert, two dual-energy spectra were

considered: one that maximizes the SPR accuracy and one

that does not provide a good accuracy. Plot of the ratio

between theoretical and estimated l values for the three Gam-

mex inserts is shown in Fig. 6. The l ratio being close to one

for the entire range of the dual-energy spectra seems to

correlate well with better SPR accuracy results. Solid water

seems to be less dependent on the dual-energy spectra, as

also shown in Fig. 5, where most of the spectra provide a

good level of accuracy. On the other hand, bone tissue and

lung tissue present well-defined energy windows where the

level of accuracy is optimal and areas where it is not.

3.B. Fractional dose allocation optimization

The impact of the dose balance between the low- and the

high-energy projections was studied using 25 SPR images for

each pair of dual-energy spectra of Table I and dose ratio

FIG. 5. From top to bottom, SPR accuracy results as a function of the LE, HE, and tin filtration for the insert: CB2-50, Solid Water, and LN-300. From left to

right: LE-HE plot at the optimal Sn thickness, LE-mm Sn plot at the optimal HE, HE-mm Sn plot at the optimal LE. The grayscale indicates the percentage error

for the accuracy in absolute value. Note the different scale for the CB2-50 and the Solid Water with respect to the LN-300 insert. Data corresponding to the ideal

situation, without noise.
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(i.e., from 10% to 90%), obtained after decomposition and

reconstruction of different noise realizations.

The boxplots of the overall precision [Eq. (7)] and accu-

racy [Eq. (6)] as a function of the dose distribution between

the LE and the HE acquisitions are shown in Fig. 7. The over-

all precision presented a minimum around 30% DLE (70%

DHE) for all spectra. As shown in Fig. 4, Fig. 7 confirms that

the precision improves when the energy separation between

the incident energy spectra increases. In terms of accuracy,

the overall accuracy is almost flat in the range 30–70% DLE

(70–30% DHE). Around 90% DLE (10% DHE) the overall

accuracy seems to be improved (Fig. 7, bottom). However,

the precision is two times larger than the 70% DLE (30%

DHE) proportion (Fig. 7, top) and noise therefore masks the

validity of the accuracy at this point.

3.C. Proton range prediction

Proton beam irradiations were simulated from 360 direc-

tions in 5� step around the center of the ICRP phantom slices.

The proton ranges for 70 MeV, 90 MeV, and 100 MeV were

(a)

(b)

(c)

FIG. 6. Ratio between the theoretical l and the estimated l value derived

from Eq. (8) as a function of the energy for three Gammex inserts. From top

to bottom: CB2-50 (a), Solid Water (b), and LN-300 (c). Legend shows the

SPR accuracy corresponding to one optimal dual-energy spectra (black) and

to one sub optimal dual-energy spectra (blue). [Color figure can be viewed at

wileyonlinelibrary.com]

(a)

(b)

FIG. 7. Overall precision (a) expressed in terms of the root-mean-squared

(RMS) error, and overall accuracy (b) determined as the mean signed devia-

tion, averaged over all inserts, as a function of the dose allocation between

the LE and the HE acquisitions. The dual-energy spectra are described in

Table I. [Color figure can be viewed at wileyonlinelibrary.com]
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computed from the DECT-derived SPR images, the SECT-

derived SPR images and from the reference SPR maps.

Signed mean errors, maximum deviations, and RMS

errors on the proton range estimation over 360 directions at

70 MeV (head), 90 MeV (thorax), and 100 MeV (pelvis) are

shown in Table II for the ideal situation (without noise) and

the realistic scenario (at a central dose of 20 mGy).

4. DISCUSSION

This simulations-based study comparing many pairs of

dual-energy spectra demonstrates that the energy separation

between the incident spectra had a strong influence on the

SPR precision. It was observed that above an energy gap of

60 keV, the precision asymptotically tends to a 4.7% level.

This result is in agreement with Primak et al. (2009),20 in

which they established a relation between the dual-energy ratio

of two materials and the image quality. They found that a small

difference between the dual-energy spectra resulted in a signif-

icant increase of the noise. To improve image quality, they

optimized the additional filtration to increase the energy gap.

Our study indicates that the energy gap is not a good met-

ric to determine the optimal spectra when looking at the SPR

accuracy averaged over all tissues. The reason is that a large

variability of the optimal spectra was observed when studying

each phantom material separately (Fig. 5). Therefore, the

optimization of the dual-energy spectra must be based on

the materials present in the anatomical region traversed by

the proton beams. This result confirms that the optimal spectra

in dual-energy imaging is task-,41 site-, and patient-dependent.

The choice of the material basis (water and compact bone),

the choice of the order of the polynomial, the presence of

crossed terms in the polynomial, and the choice of the dual-

energy spectra are factors that determine the correctness of Eq.

(8), which is the main hypothesis of the employed decomposi-

tion method. In addition, to obtain acceptable results in terms

of accuracy, the validity of Eq. (8) has to be verified within the

spectral energy range of the incident spectra (Fig. 6).

With respect to the dose allocation study, it was found that

the dose balance between energy levels was not critical for

the SPR estimation. In fact, the overall accuracy was almost

flat in the 30–70% DLE range (Fig. 7, right). This result

agrees with a previous study42 conducted for an image-based

decomposition method and a different figure of merit: the

accuracy on the extracted Zeff . A plausible explanation is that

even if the high-energy spectrum is more penetrating than

the low-energy spectrum, this effect is compensated with the

poorer efficiency of the detector response at high energy

(Fig. 1 of Vilches-Freixas et al.28). On the other hand, the

precision presents a minimum slightly shifted in favor of

lower dose for the lower voltage spectrum (i.e., 30% LE-

dose). Shkumat et al. (2007)18 came to the same conclusion;

the optimal image quality, in terms of SNR, was achieved

when one-third of the total dose was imparted with the LE

acquisition.

Two scenarios were evaluated to determine the accuracy of

the proton range prediction: an ideal case with an infinite

dose, i.e., X-ray simulations without noise, and a realistic situ-

ation with a 20 mGy central dose. The SPR images of the

ICRP phantom were reconstructed using four representative

dual-energy spectra (see Table I). The differences between the

four pairs of spectra in Table II were small (|l|<0.2 mm) and

not significant (two-tailed paired t-test, P>0.1) due to the vari-

ability between beams (r>0.49 mm). In practice, precision

could therefore drive the choice of spectra, i.e., the energy gap

(Fig. 4, right). When comparing DECT range errors with

SECT range errors, all dual-energy spectra provided a range

improvement for the head and for the thorax slices. Although

this was not the case for the pelvis slice, this confirms the lim-

itations of SECT, with variations from site-to-site and the

results would have been different if another calibration curve

had been used than the one in Fig. 3, as observed by Arbor

et al.43 All pairs of DECT spectra seemed robuster on average

over all sites. Based on these results, the gain in SPR accuracy

obtained when optimizing the dual-energy spectra based on

the materials traversed by the proton path is not translated into

improved proton range estimation, as comparable range differ-

ences were obtained with the four dual-energy spectra.

For radiotherapy applications, based on the ALARA prin-

ciple (As Low As Reasonably Achievable), a trade-off

between dose and image noise should be found. From one

side, an imaging dose lower than 20 mGy might not result

appropriate as it would trigger excessive image noise. From

the other side, increasing the dose or implementing a regular-

ized reconstruction algorithm instead of using filtered-back-

TABLE II. Signed mean errors (l � r), maximum deviations on the proton

range estimation (max) and root-mean square (RMS) errors over 360 direc-

tions at 5� steps for the ideal situation (without noise) and the realistic sce-

nario (at 20 mGy).

Spectra

Without noise 20 mGy

l � r (mm)

max

(mm)

RMS

(mm) l � r (mm)

max

(mm)

RMS

(mm)

Head

1 �0.04 � 0.50 1.9 0.51 �0.05 � 0.55 2.1 0.55

2 �0.13 � 0.55 1.9 0.56 �0.12 � 0.56 2.1 0.57

3 0.07 � 0.49 1.9 0.50 0.07 � 0.51 2.0 0.51

4 �0.04 � 0.51 1.9 0.51 �0.05 � 0.53 2.1 0.54

SECT 0.46 � 0.67 1.9 0.81 0.47 � 0.67 2.0 0.82

Thorax

1 �0.10 � 0.70 2.7 0.71 �0.10 � 0.73 3.8 0.74

2 �0.14 � 0.71 2.8 0.72 �0.15 � 0.76 3.7 0.77

3 0.00 � 0.69 2.5 0.69 �0.00 � 0.77 3.8 0.76

4 �0.13 � 0.68 2.6 0.69 �0.09 � 0.74 3.8 0.75

SECT 0.28 � 0.81 3.2 0.86 0.29 � 0.82 3.5 0.87

Pelvis

1 �0.15 � 0.52 1.9 0.55 �0.23 � 0.64 3.0 0.70

2 �0.18 � 0.56 1.8 0.59 �0.24 � 0.61 2.0 0.66

3 �0.13 � 0.50 1.9 0.51 �0.20 � 0.71 2.9 0.74

4 �0.15 � 0.52 1.8 0.55 �0.23 � 0.61 2.0 0.65

SECT 0.09 � 0.58 1.8 0.59 0.11 � 0.64 2.0 0.65
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projection could be valid alternatives to reduce image noise.

Signed mean errors and RMS errors for the realistic scenario

were found to be comparable to those of the noiseless situa-

tion (infinite dose), specially for the head and the thorax

slices, despite a rather small increase in the maximum error

values (see Table II). For the pelvis slice a higher impact of

noise on the range results was observed. Nevertheless,

according to these results, the presence of noise in the SPR

image seems to have a rather low impact on the range estima-

tion as noise is averaged along the voxels of the beam path.

Uncertainties in the beam direction, such as changes in

density and tissue inhomegeneities caused by movement,

patient misalignment or anatomical changes, or uncertainties

in determining the SPR of tissues, have a severe impact on

the proton range and can cause severe damages to the patient,

such as target miss or accidental exposure of organs-at-risk.

Benefits of using dual-energy imaging for treatment planning

to improve the estimation of the SPR of tissues, as an alterna-

tive to single-energy CT calibration, assuming a nonmoving

target have been evaluated in this work. However, it should be

noted that a 3.5% range uncertainty is commonly associated

to the single-energy calibration curve between CT numbers

and SPR values using a real CT scanner system but range

errors obtained in Table II are much lower than 3.5%. The

reason is that in this simulation-based study, we only focused

on the range uncertainty associated to the conversion of CT

numbers into SPR values. We have considered an idealized

irradiation setup, neglecting real CT scanner issues such as

X-ray scatter, motion artifacts, and time stability. Moreover,

besides the uncertainties in the longitudinal direction, other

sources of uncertainty exist in proton therapy such as density

changes perpendicular to the beam direction, the effect of lat-

eral beam penumbra, or incorrect proton scatter modeling in

analytical treatment planning systems,1 which might have a

severe dosimetric impact in proton therapy dose calculations.

In this work, we propose a full projection-based decompo-

sition method framework for the treatment planning of proton

therapy. Despite the fact that no consensus has been reached

within the community to prefer one method over the others,

nor a decomposition domain (projection — or image —

domain) for the SPR estimation, projection-based methods

present the advantage to be intrinsically less affected by

beam-hardening than image-based approaches. One assump-

tion of projection-based methods is that the same information

per tube voltage is available at each projection angle. This

prerequisite can be seen as a disadvantage when using dual-

source scanners as independent rotations around the patient

are performed, however, with the advent of technological

developments, this requirement can be fulfilled by using

dual-layer detectors or photon counting detectors systems, for

which it is possible to acquire low and high energy projec-

tions at the same angle. Fast-kV switching imaging systems

equipped with a synchronized filter wheel, such as the

Imaging Ring, approach this requirement on the condition

that interpolation of consecutive projections is performed.

Besides, the proposed method to estimate the SPR images

from dual-energy data in the projection-domain is an

adaptation of the two-steps procedure proposed by Farace

et al. in the image-domain,34 which produced comparable

results with respect to H€unemohr’s approach.9

One limitation of this study is that the investigated acquisi-

tion parameters (i.e., spectral separation and dose allocation)

are only meaningful for dual-spectrum scanners but not for

dual-detector systems. In addition, we have used a projection-

based decomposition algorithm to evaluate the acquisition

parameters and it would be interesting to repeat the same

study using an image-based decomposition algorithm. How-

ever, image-based methods require the implementation of a

beam-hardening correction for each X-ray spectrum.

For each dual-energy spectra evaluated, a virtual image-

simulation calibration curve, interposing slabs of two materi-

als of known thickness and composition, was performed to

solve the system of Eqs. (3) and (4). In this case, the dual-

energy spectra were an input of this virtual simulation and we

assumed that the spectra were perfectly known. A realistic

detector response model has been used and a Poisson noise

proportional to a certain dose value has been applied to the

projections, but we have neglected scattered photons. We

might expect a significant effect of scatter on the material

decomposition, and scatter-compensation techniques prior to

the decomposition should be implemented for large X-ray

beams,44 such as cone-beam irradiations.

5. CONCLUSION

This study evaluated the impact of the dual-energy spectra

and the dose allocation between energy levels on the proton

stopping power ratio accuracy and precision based on a pro-

jection-based dual-energy decomposition approach, which

can guide the choice of spectra for dual-energy CT for proton

therapy. The effect of the SPR accuracy and precision on the

proton range estimation was also investigated. An ideal situa-

tion without noise and a realistic acquisition with a total cen-

tral dose of 20 mGy were considered. The precision was

improved increasing the energy separation between the inci-

dent spectra, whereas the accuracy showed little dependence

to the energy gap. The dose balance between energy levels

was not found to be sensitive for the SPR estimation. The

optimal pair of dual-energy spectra was material dependent

but on a heterogeneous anthropomorphic phantom, there was

no significant difference in range accuracy and the choice of

spectra could be driven by the precision, i.e., the energy gap.
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