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Contexte L’imagerie d’émission repose sur la détection de photons issues de désintégrations ra-
dioactives. Les deux modalités principales en imagerie d’émission sont la tomographie par émission
de positons, et la tomographie par émission monophotonique, Positron Emission Tomography (PET)
et Single Photon Emission Computed Tomography (SPECT) en anglais. De part le processus
d’acquisition, les données brutes sont des sinogrammes corrompus par du bruit de Poisson. La re-
construction d’une image a partir de ces sinogrammes se modélise alors comme un probleme inverse
linéaire:

y ~ P(Az) (1)
ou P est une distribution de Poisson. L’objectif est alors de retrouver I'image x a partir de mesures
y, connaissant ’opérateur de reconstruction A.

Un algorithme particulierement répandu en imagerie d’émission est l'algorithme Mazximum Likeli-
hood Ezpectation Maximization (MLEM) [Shepp and Vardi, 1982], dont les variantes sont aujourd’hui
implémentées dans les scanners commerciaux. Cet algorithme, lorsqu’il est appliqué a des données
bruitées, va avoir tendance a amplifier le bruit des mesures, produisant des artefacts dans les images
reconstruites. Une stratégie fréquente est alors de régulariser ’algorithme en imposant des propriétés
a priori sur les reconstructions. Parmi ces régularisations, on peut notamment citer la régularisation
de type variation totale, Total Variation (TV) en anglais [Maxim et al., 2023].

Ces dernieres années, les réseaux de neurones sont de plus en plus intégrés au processus de recon-
struction car ils permettent de reconstruire des images de bien meilleure qualité que les régularisations
7a la main” [Zhang et al., 2022]. Encore plus récemment, les modeles génératifs tels que les modeles
de diffusion [Song et al., 2021] ou de flow matching [Lipman et al., 2023] se sont imposés comme des
candidats trés prometteurs pour servir d’a priori pour les problémes inverses [Chung et al., 2023],
grace a leur capacité a modéliser des distributions d’images complexes. Leur utilisation reste toute-
fois délicate : ces modeles peuvent générer des hallucinations ou des structures absentes des données,
ce qui est critique en imagerie médicale. Dans le cas des problemes inverses de Poisson, leur appli-
cation directe reste encore tres peu explorée. Le stage aura pour objectif principal I'intégration de
ces modeles génératifs au processus de reconstruction [Webber et al., 2025].
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Plan de travail Afin de mener a bien 'objectif du stage, I’étudiant devra

e se familiariser avec I'algorithme MLEM utilisé pour la reconstruction en imagerie d’émission
e se familiariser avec les modeles génératifs
e se familiariser avec la famille d’algorithmes dits Plug-and-Play

e adapter un algorithme Plug-and-Play pour bruit de Poisson [Modrzyk et al., 2025] aux modeles
de diffusions

e réaliser des tests préliminaires sur images naturelles, en utilisant des modeles de diffusion pré-
entrainés

e transférer ces résultats sur données d’émissions simulées

e possiblement étendre la méthode aux modeles de flow matching

Profil du candidat Le candidat devra étre a ’aise avec la programmation en Python et la bib-
liotheque PyTorch. Une bonne maitrise des bases du deep learning et de I’entrainement de modeles est
attendue. Enfin, le candidat aura une appétence pour la physique et les mathématiques appliquées,
au cceur de ce projet.
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