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Abstract

This work investigates the use of MRI radio-frequency (RF) pulses designed within the framework of optimal control theory for image contrast optimization. The magnetization evolution is modeled with Bloch equations, which defines a dynamic system that can be controlled via the application of the Pontryagin Maximum Principle (PMP). This framework allows the computation of optimal RF pulses that bring the magnetization to a given state to obtain the desired contrast after acquisition. Creating contrast through the optimal manipulation of Bloch equations is a new way of handling contrast in MRI, which can explore the theoretical limits of the system.

Simulation experiments carried out on-resonance quantify the contrast improvement when compared to standard $T_1$ or $T_2$ weighting strategies. The use of optimal pulses is also validated for the first time in both \textit{in vitro} and \textit{in vivo} experiments on a small-animal 4.7 T MR system. Results demonstrate their robustness to static field inhomogeneities as well as the fact that they can be embedded in standard imaging sequences without affecting standard parameters such as slice selection or echo type. \textit{In vivo} results on rat and mouse brains illustrate the ability of optimal contrast pulses to create non-trivial contrasts on well-studied structures (white matter versus gray matter).
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1. Introduction

Magnetic Resonance Imaging (MRI) is a widely used imaging modality for both clinical and pre-clinical studies, mainly due to the large variety of achievable contrasts. Well-contrasted images are desired to ensure the correct visualization of internal body structures, to allow accurate image reading and proper diagnosis. Contrast in MRI originates from differences in intrinsic tissue properties such as proton density, relaxation times, chemical shift or proton motion [1]. Acquisition parameters such as echo time (TE), repetition time (TR) and flip angle (θ) are typically tuned to emphasize the tissue property differences and create various image weighting. Systematic acquisition strategies are often used to obtain the desired contrast which offers no guarantee about the contrast optimality. Typical $T_2$ weighted images are obtained by tuning TE in order to maximize the transverse magnetization difference. Typical $T_1$ weighting is achieved with inversion recovery (IR) strategies or by setting TR values well below $T_1$ values.

The objective of this work is to design radio-frequency (RF) pulses that create maximal contrast between species for which relaxation times are known. They associate the effects of magnetization relaxation and RF excitation to bring the magnetization to a state that will produce the desired contrast. Following the principles of optimal control theory, this approach has several advantages over typical contrast strategies: i) it pushes the obtained contrast towards its theoretical bound, ii) it can generate contrasts that cannot be obtained with classical acquisition strategies, iii) experimental inhomogeneities can be incorporated in the problem which makes this approach applicable in pre-clinical and clinical studies.

The use of optimal control for RF pulse design in MRI is not new. It has been investigated in the context of robust excitation and refocusing [2–12], parallel transmission [13–19], and contrast optimization [20–26]. The present paper builds upon the previous works on contrast optimization and proposes several advances: i) for the first time, quantitative comparison with standard $T_1/T_2$ weighting is performed on a large range of relaxation times to study configurations where optimal contrast pulses improve standard contrast ii) optimal control pulses are integrated into standard imaging sequences as preparation pulses that allow slice selectivity iii) in vitro experiments showing various contrast configurations are presented to validate the simulation experiments, and iv) the first in vivo acquisition using an optimal contrast
The paper is organized as follows. In the first section, the optimal control framework via the application of the Pontryagin Maximum Principle is described in the context of magnetization control in NMR [27]. Simulation results are then compared with standard contrast strategies. Later, both in vitro and in vivo results are presented to show the versatility of the proposed approach and to validate its use on a small-animal 4.7 T Bruker MR system.

2. Methods

2.1. Pontryagin Maximum Principle

The Pontryagin Maximum Principle (PMP) [28] is a powerful tool to solve optimal control problems. It allows the computation of a control function that optimizes the evolution of a given dynamic system, while minimizing a user-defined cost function. The PMP, in the present case of a Mayer problem [20], is based on the definition of a pseudo-Hamiltonian:

\[ H = \overrightarrow{P} \cdot \overrightarrow{M} \]  

in which \( \overrightarrow{P} \) is the adjoint state vector which can be interpreted as the Lagrange multiplier associated with the state variable \( \overrightarrow{M} \). In the current case, \( \overrightarrow{M} \) represents the magnetization vector, whose evolution is governed by the Bloch equations:

\[
\frac{d}{dt} \begin{pmatrix} M_x \\ M_y \\ M_z \end{pmatrix} = \begin{pmatrix} -\frac{n}{T_2} & \Delta B_0 - \omega_y & -\omega_y \\ -\Delta B_0 & -\frac{n}{T_2} & \omega_x - \frac{1}{T_1} \\ \omega_y & -\omega_x & \omega_x - \frac{1}{T_1} \end{pmatrix} \begin{pmatrix} M_x \\ M_y \\ M_z \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \\ \frac{M_0}{T_1} \end{pmatrix}
\]  

with \( \Delta B_0 \) the resonance offset, \( M_0 \) the equilibrium magnetization and \((\omega_x, \omega_y)\) respectively the \(x\) and \(y\) components (in the rotating frame of reference) of the RF pulse to be optimized.

The PMP states that the optimal control, \( \omega^* = (\omega_x^*, \omega_y^*) \), the optimal state trajectory, \( \overrightarrow{M}^* \), and the associated adjoint state, \( \overrightarrow{P}^* \), must maximize the Hamiltonian during the whole control time:

\[
H(\overrightarrow{M}^*, \overrightarrow{P}^*, \omega^*) = \max_{\omega \in \Omega} H(\overrightarrow{M}, \overrightarrow{P}, \omega)
\]
where $\Omega \in \mathbb{R}$ is the set of admissible controls.

The optimal magnetization and adjoint trajectories then fulfill the Hamiltonian equations:

$$\dot{\vec{M}} = \frac{\partial H}{\partial \vec{P}} ; \quad \dot{\vec{P}} = -\frac{\partial H}{\partial \vec{M}}$$

Finally, extremal trajectories must respect the transversality conditions [22], which in our case reduce to:

$$\vec{M}(t_0) = \begin{pmatrix} 0 \\ 0 \\ M_0 \end{pmatrix} ; \quad \vec{P}(t_f) = -\frac{\partial C}{\partial \vec{M}}(\vec{M}(t_f))$$

with $C$ the cost function and $[t_0, t_f]$ the control time interval. The PMP, as stated here, defines a system of coupled equations with fixed boundary conditions at initial time for $\vec{M}$ and final time for $\vec{P}$, that can be solved either with geometric or numerical approaches. Geometric methods are however limited to low dimensional systems [20, 29], which limits their use for realistic MRI simulations. Fully numerical methods, such as Krotov [10] or gradient ascent approaches [30], are generally used to simultaneously control a larger number of spins.

2.2. The GRAPE Algorithm

The GRadient Ascent Pulse Engineering (GRAPE) algorithm is a gradient ascent (or descent) based algorithm initially introduced for Nuclear Magnetic Resonance optimal pulse design [30]. It aims at computing the optimal RF pulse and magnetization trajectories that fulfill the optimality conditions. Starting from an initial guess, the control field is iteratively updated to improve the cost function, while fulfilling the constraints imposed by the PMP. A basic version of the algorithm can be summarized in the following steps:

1. Choice of the initial control field $\omega^{(0)}$
2. Forward temporal propagation of the magnetization state $\vec{M}(t)$ from the boundary condition: $\vec{M}(t_0)$ (following the Hamiltonian equations 4 and 5)
3. Backward temporal propagation of the adjoint state $\vec{P}(t)$ from the boundary condition: $\vec{P}(t_f)$ (following the Hamiltonian equations 4 and 5)
4. Update of the current control field from the previous estimation (following the maximization condition of Eq 3):

\[ \omega^{(k+1)} = \omega^{(k)} - \alpha \frac{\partial C}{\partial \omega} \]

with \( \alpha > 0 \).

5. Repeat steps 2 to 4 until convergence is reached

It is worth noticing that using a first order approximation, there is an equivalence between the relations \( \frac{\partial H}{\partial \omega} = 0 \) and \( \frac{\partial C}{\partial \omega} = 0 \), which justifies the computation of the cost function derivative at Step 4 to meet the maximization condition of Eq. 3.

Since the optimal contrast problem is tackled here with a purely numerical approach, the dynamic has to be discretized. The control time interval \([t_0, t_f]\) is equally divided into \(N\) steps of length \(\Delta t\) during which the control field \(\omega(t_k) = \omega_{tk}\) is assumed to be constant. The evolution operator \(U_{tk}\) is defined such that \(\vec{M}(t_k + dt) = U_{tk} \vec{M}(t_k)\). As was proposed in the initial implementation [30], the gradient term \(\frac{\partial C}{\partial \omega}\) is computed at each temporal step using the forward and backward propagation of respectively the magnetization and adjoint states:

\[ \frac{\partial C}{\partial \omega_{tk}} = \vec{P}_{tk} \frac{\partial U_{tk}}{\partial \omega_{tk}} \vec{M}_{tk} \]

where \(\vec{P}_{tk} = \vec{P}_{tj} U_{tj} \ldots U_{tk+1}\) and \(\vec{M}_{tk} = U_{tk} \vec{M}_{tk} \ldots U_{t_0} \vec{M}_{t_0}\).

In the present implementation, the term \(\frac{\partial U_{tk}}{\partial \omega_{tk}}\) is approximated using complex differentiation as suggested in [31, 32]. The idea behind it is to express the Taylor series expansion of a function \(f : \mathbb{R}^n \to \mathbb{R}\), to which is added a small complex increment:

\[ f(x + ih) = f(x) + ih f'(x) - \frac{h^2}{2} f^{(2)}(x) + \ldots \]

which leads to the following derivative formulation, by taking the imaginary part of both sides of the equation:

\[ f'(x) \approx \frac{\text{Im}(f(x + ih))}{h} \]

This leads to the following gradient expression:

\[ \frac{\partial C}{\partial \omega_{tk}} = \frac{1}{h} \text{Im} \left( \vec{P}_{tk} U_{tk} (\omega_{tk} + ih) \vec{M}_{tk} \right) \] (6)
Using Eq 6 as a derivative expression significantly reduces the approximation error when small values of \( h \) are used [32]. In subsequent simulations, \( h \) is set to \( 10^{-10} \).

2.3. Cost Function

In the context of contrast optimization, the goal is to maximize the difference between the transverse magnetization of 2 samples with different relaxation times, but subjected to the same RF pulse. In this problem we consider that the global NMR signal is formed by the sum of the 2 magnetization contributions: \( \overrightarrow{M}^{(a)} = (M_x^{(a)}, M_y^{(a)}, M_z^{(a)}) \) and \( \overrightarrow{M}^{(b)} = (M_x^{(b)}, M_y^{(b)}, M_z^{(b)}) \).

In the present study, optimal contrast is defined as the maximization of the transverse magnetization difference between both samples, at the end of the control time \( t_f \). Let us consider the case where samples \( a \) and \( b \) are respectively maximized and minimized (denoted \((a > b) \) later on). The corresponding cost function can be expressed as:

\[
C^{a>b} = \|\overrightarrow{M}^{(b)}(t_f)\| - M_x^{(a)}(t_f)
\]

(7)

where \( \overrightarrow{M}_\perp = (M_x, M_y) \) represents the transverse magnetization, i.e. the detectable NMR signal. This cost function decreases as \( \overrightarrow{M}^{(b)}_\perp(t_f) \) tends to \((0, 0)\) and as \( M_x^{(a)}(t_f) \) tends to 1. Forcing the magnetization of sample \( a \) to the positive \( x \)-axis controls the phase of the magnetization. This has no impact when only spins on resonance are considered, but it has to be considered in the presence of off-resonance effects (see section 4.2) to preserve intra-voxel phase coherence.

2.4. Implementation Details

Temporal discretization. The temporal sampling period is fixed around \((\Delta t \approx 150\mu s)\) in following experiments. This was empirically found to be a good compromise, as there are no general rule to set it, between computational complexity and accurate representation of the magnetization evolution. It was chosen to be sufficiently small with respect to the variation of the RF coefficients, by making sure that the magnetization evolution is properly controlled both in simulation and during experiments. Note that additional constraints or tailored convergence strategies can be implemented to limit the high frequency components of the optimal pulse [33].
Algorithm details. Various convergence schemes can be used to improve the initial gradient descent approach. Our implementation is based on a L-BFGS scheme which approximates the Hessian matrix from the cost function derivative. This improves both convergence speed and accuracy as discussed in [34]. Convergence is considered reached when the gradient norm is below a threshold that depends on the experiment (typically below $10^{-8}$).

Note also that a typical $L_2$ norm approximation is used to facilitate its derivative computation:

$$\|M_\perp(t_f)\| \approx \sqrt{M_x^2(t_f) + M_y^2(t_f) + \epsilon}$$ (8)

with $\epsilon = 10^{-10}$. This has important implications in the convergence process since $M_\perp = (0, 0)$ at equilibrium.

Finally, a well-known drawback of gradient-based approaches is their inability to avoid local minima, which makes them strongly dependent on the initialization. This issue is tackled by taking multiple random initializations and retaining the best solution. Initial pulses are built as a sum of a spline curves with random amplitudes.

3. Simulation Experiments

3.1. Experiment Set-up

The objective of this study is to compare the best contrast that one can obtain between 2 samples ($a$ and $b$), with standard $T_1$ and $T_2$ weighting and with optimal contrast pulses. The following paragraph describes how the best contrasts are computed when standard weighting is used.

The best $T_2$ weighting contrast is achieved after the application of a $\pi/2$ excitation pulse, during the $T_2$ decay of the transverse magnetization. The maximum magnetization difference is reached at a time which corresponds to the optimal TE. Its expression can be derived analytically by zeroing the derivative of the difference between both exponential $T_2$ decay curves:

$$t_f = \frac{\ln(T_2^b/T_2^a)}{1/T_2^b - 1/T_2^a}$$ (9)

An example of $T_2$ decay curves, showing the best achievable $T_2$ contrast is illustrated in Figure 1a.

The best $T_1$ weighting contrast occurs after the application of an inversion $\pi$
(a) Exponential $T_2$ decay after a $\pi/2$ excitation pulse  
(b) Exponential $T_1$ recovery after a $\pi$ inversion pulse

Figure 1: Illustration of best contrasts achievable with standard $T_1$ and $T_2$ weighting between sample a (blue): $[T^a_1, T^a_2] = [200, 85]$ ms, and sample b (red): $[T^b_1, T^b_2] = [300, 35]$ ms. The maximum magnetization differences obtained at $t^*_{2}$ (a) and $t^*_{1}$ (b) are also indicated.

pulse, during the $T_1$ recovery of the longitudinal magnetization. The maximum magnetization difference between the 2 samples is reached at a time usually called inversion time (TI), whose analytic expression can be computed in the same manner:

$$t_f = \frac{\ln(T^a_1/T^b_1)}{1/T^a_1 - 1/T^b_1}$$

An example of $T_1$ recovery curves illustrating the best achievable contrast is shown in Figure 1b. Note that in the following, we assume that the magnetization on the longitudinal axis can be instantaneously transferred to the transverse plane with a $\pi/2$ pulse.

Optimal contrast results are computed in order to optimize the cost function given in Equation 7. The duration of the optimal pulses is set to 10% higher than the time that leads to the best $T_1$ contrast (Eq 10), in order to provide the RF pulse enough time to exploit both $T_1$ and $T_2$ relaxation time differences. Although shorter pulses could lead to similar results, RF pulses that do not require the whole control time are usually equal to 0 for a certain duration at the beginning of the pulse. In experiments, this approach does not seem to affect the contrast performance and significantly reduces the computation time.

Contrasts between samples a and b are computed for both methods on a wide range of $T_2$ values: $[T^a_2, T^b_2] \in [10, 200]$ ms. In order to reduce the number of numerical simulations, the $T_1$ values of both samples are fixed to: $T^a_1 = 200$ ms and $T^b_1 = 300$ ms. These values are purposely chosen so that the best contrast is balanced between $T_1$ and $T_2$ weighting. The contrast performance metric is defined as the opposite of the cost function defined in Eq. 7, that
was used to compute the optimal RF pulse:

$$P_{a>b} = -C_{a>b} = M_2^a(t_f) - \|\overrightarrow{M_2^b}(t_f)\|$$

(11)

Consequently, high values of $P$ indicate that high contrasts are obtained.

3.2. Results

Let $P_s$ and $P_o$ respectively be the optimal contrast obtained with standard weighting and optimal control. Figure 2 illustrates the values taken by $P_{a>b}^s$ and $P_{b>a}^s$ on the considered $T_2$ range. It also shows the performance difference plots $(P_o - P_s)$ in order to emphasize the contrast gain.

Standard weighting contrasts are displayed in Figures 2a and 2c. As could be expected, the results show that the best contrast is obtained when the $T_2$ value of the sample to be maximized ($T_2^+$) is significantly higher than the $T_2$ of sample to be minimized ($T_2^-$). When this difference decreases, the maximum contrast logically decreases. In regions where $T_2$ differences are small, or when ($T_2^+ > T_2^-$), $T_1$ weighting obtained with inversion recovery strategy leads to better contrast. Comparing standard weighting curves also shows that in regions where $T_1$ contrast is better (flat regions), we have $P_{a>b}^s > P_{b>a}^s$. This is explained by the fact that $T_1^b > T_1^a$, which leads to a better inversion recovery situation when sample $a$ is to be maximized.

Contrast results obtained with optimal control pulses are shown in Figures 2b and 2d. Three distinct regions can be distinguished. In regions close to the diagonal, i.e. when both $T_2$ values are close, $T_1$ contrast is predominant and there is no noticeable difference between standard weighting and optimal contrast. In these situations, optimal contrast pulses converge toward inversion recovery pulses to produce the desired contrast. An example of such pulse is given in Figure 3a, where $a$ is to be maximized, ([$T_1^a$, $T_2^a$] = [200, 80] ms) and ([$T_1^b$, $T_2^b$] = [300, 105] ms). This figure also shows the simulated magnetization trajectories for both samples. $T_1$ contrast is clearly predominant here and the optimal pulse is close to a classic inversion recovery pulse.

Here, both contrast performance metrics are equal to: $P_{a>b}^o = P_{b>a}^o = 0.29$. In regions where $T_2^+$ is significantly higher than $T_2^-$, the effect of $T_2$ differences becomes predominant. It can however be noticed that optimal pulses are also able to take advantage of the $T_1$ differences to improve the obtained contrast by approximatively 10%. An example of such situation is shown in Figure 3b where ([$T_1^a$, $T_2^a$] = [200, 200] ms) and ([$T_1^b$, $T_2^b$] = [300, 10] ms). In this situation, standard $T_2$ weighting leads to a contrast of $P_{a>b}^s = 0.81$, while
optimal contrast reaches $P_o^{a>b} = 0.92$. Analyzing the magnetization trajectories shows that the optimal RF pulse slowly brings sample $b$ to saturation before flipping the residual magnetization of sample $a$ into the transverse plane.

The last region of interest is the area where $T_2^+$ is lower than $T_2^-$. Here, optimal pulses are able to take advantage of the differences in $T_2$ to maximize the sample with the lowest $T_2$ value, which cannot be achieved with standard weighting. Such an example is shown in Figure 3c, where $([T_1^a, T_2^a] = [200, 45] \text{ ms})$ and $([T_1^b, T_2^b] = [300, 135] \text{ ms})$. Contrast metrics for these relaxation times are $P_s^{a>b} = 0.29$ ($T_1$ contrast) and $P_o^{a>b} = 0.44$, showing a clear impact of taking advantage of the differences in $T_2$. Analyzing the magnetization trajectories shows that the optimal pulse first slowly transfers the magnetization into the transverse plane. As sample $a$ has lower $T_1$ and $T_2$ values, it reaches the longitudinal axis with a significant amount of magnetization while sample $b$ almost reaches saturation. A final $\pi/2$ pulse flips the achieved longitudinal contrast into the transverse plane.

3.3. Interpretation

These results show that optimal pulses are able to combine the excitation process with $T_1$ and $T_2$ differences to create the optimal contrast between 2 samples. It is remarkable to notice that they converge towards standard weighting in obvious situations e.g. towards inversion recovery pulses when $T_1$ differences are predominant. But it is also interesting to note that it can create contrasts based on $T_2$ differences which cannot be exploited with regular weighting, i.e. when $T_2^+ < T_2^-$. It can be expected that the evolution of the contrast performance is smooth with respect to small relaxation time variations. The fact that the contrast surface plots of Fig. 2b and 2d are indeed smooth, and the ability of optimal RF pulses to converge towards intuitive solutions in obvious contrast configurations suggest that the returned solutions are reasonably close to the global minima.

Optimal contrast curves can be plotted for any relaxation values in order to give insights about the best achievable contrast, infer the best acquisition strategy, and perhaps the need for contrast agents. Moreover, it was noted that in order to maximize the contrast, the sample to be minimized is often saturated. Similar results were already noticed by Bonnard et al. in [29] when studying optimal contrast in minimal time using a geometrical approach. In addition, the convergence process mostly
Figure 2: Comparison of best contrasts that can be obtained between 2 samples \( a \) \((T_1^a = 200 \text{ ms})\) and \( b \) \((T_1^b = 300 \text{ ms})\) using standard \( T_1 \) and \( T_2 \) weighting (a) and (d), optimal contrast pulses (b) and (d). First row: contrast configuration where \( a \) is maximized and \( b \) is minimized. Second row: contrast configuration where \( b \) is maximized and \( a \) is minimized. Last row: difference plots to emphasize the contrast gain.
Figure 3: Optimal pulses and magnetization trajectories in the Bloch sphere for various contrast configurations. Left: amplitude of the optimal RF pulse (on a log scale). Middle: trajectory of sample a. Right: trajectory of sample b.

(a) \([T_1^a, T_2^a, T_1^b, T_2^b] = [200, 80, 300, 105]\) ms. Maximum RF amplitude is 2433 Hz.

(b) \([T_1^a, T_2^a, T_1^b, T_2^b] = [200, 200, 300, 10]\) ms. Maximum RF amplitude is 1450 Hz.

(c) \([T_1^a, T_2^a, T_1^b, T_2^b] = [200, 45, 300, 135]\) ms. Maximum RF amplitude is 2365 Hz.
struggled in transition regions where the optimal theoretical contrast shifts from \( T_2 \) to \( T_1 \), or vice versa. This corresponds to unstable regions where a slight variation in the dynamic model (e.g., slight change in the relaxation times) implies a large modification of the control function shape. In these situations, a careful initialization of the convergence process is key.

4. In Vitro Experiments

In this section, different contrast configurations are tested on a phantom composed of 4 samples for which resonance frequencies and proton densities are considered identical, but with different relaxation times. Samples were made with various concentrations of nickel sulfate, glycerol and distilled water. \( T_1 \) and \( T_2 \) relaxation times are adjusted by respectively changing the concentration of nickel sulfate and glycerol. Resulting relaxation time values are given in Table 1. They are measured using an exponential fit of the water peak acquired with a localized PRESS spectroscopy sequence for different TE and TR. All 4 samples are immersed and sealed into a cylinder filled with agar gel to reduce magnetic susceptibility artifacts. It also avoids air bubbles from forming, several weeks after the phantom is built. Acquisitions are carried out on a small animal 4.7T Bruker MR system using a 40 mm quadrature mouse body coil. In this practical experiment, the computation of RF pulses must take into consideration experimental variations and the integration into imaging sequences, which are detailed in subsequent sections.

4.1. Slice Selectivity

Optimal contrast pulse are designed as non-selective pulses which are applied before the excitation. This implies that the contrast is prepared on the \( z \)-axis as a preparation step, followed by standard slice-selective \( \pi/2 \) excitation schemes. The cost function defined is changed accordingly:

\[
C_{z}^{a>b} = |M_z^{(b)}(t_f)| - M_z^{(a)}(t_f)
\]  

Table 1: Relaxation times of the contrast phantom

<table>
<thead>
<tr>
<th>Sample</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 ) (ms)</td>
<td>294</td>
<td>302</td>
<td>224</td>
<td>218</td>
</tr>
<tr>
<td>( T_2 ) (ms)</td>
<td>70</td>
<td>40</td>
<td>67</td>
<td>38</td>
</tr>
</tbody>
</table>

13
Figure 4: RF and slice-selection gradient sequence of a spin-echo acquisition with an optimal control pulse used as a contrast preparation step.

This strategy does not impact the final contrast performance since a simple $\pi/2$ pulse can switch the magnetization between the $x$-axis and the $z$-axis. An example of a spin echo sequence with contrast preparation is shown in Figure 4. Note that usual sequence improvements such as RARE acceleration [35] or multi-slice multi-echo schemes can be used, as long as TE is set as short as possible to preserve the prepared contrast.

4.2. Robustness to $B_0$ inhomogeneities

In real applications, the static $B_0$ magnetic field deviates from its nominal value due to both magnet imperfections and magnetic susceptibility of the object to be imaged. This produces significant resonance offsets which results in different magnetization trajectories for the same experienced RF field. Accurate magnetization control thus requires $B_0$-robust RF pulses, that leads all trajectories included in a given resonance offset range to the same magnetization state. This is done by discretizing an interval of $B_0$ offset values $[B_0^{\text{min}}, B_0^{\text{max}}]$ in $N_{B_0}$ values, each of them corresponding to a specific trajectory. The cost function given in Eq. 12 is thus adapted to consider all offsets:

$$C_{z}^{a>b} = \frac{1}{N_{B_0}} \left( \sum_{i=1}^{N_{B_0}} |M_z^{(b_i)}(t_f)| - M_z^{(a_i)}(t_f) \right)$$

(13)

This cost function imposes that $M_z^{(a_i)}(t_f)$ lies on the positive part of the $z$-axis. This might over-constrain the problem because it only affects the phase of the flipped signal, which does not impact the resulting contrast as long as intra-voxel coherence is kept. However, ensuring intra-voxel phase coherence imposes broadband constraints that depend on spatial resolution parameters and field map distribution, which might not been known in advance. For this reason, the generic cost function defined in Eq. 13 is used to guarantee phase coherence for all resonance offsets.
An illustration of a $B_0$-robust control is shown in Figure 5a using an inhomogeneity range of $[-30, 30]$ Hz, to generate the optimal contrast between samples 1 and 4. In practice, the robustness range is set in order to include both lower and upper bounds of the $B_0$ field map shown in Figure 6g. If the robustness range is too small, severe artifacts appear in the image. An illustration of such artifacts is shown in Figure 6f, where the robustness range is restricted to $[-10, 10]$ Hz. The circular patterns observed in this figure are typical magnetic susceptibility artifacts created by the interfaces between the phantom components. For all following *in vitro* experiments, the robustness range is set to $[-185, 185]$ Hz, which leads to far better results as can be seen in Figure 6c, for the same desired contrast.

Figure 5b illustrates the evolution of the cost function value with respect to the $B_0$ robustness range. A slight performance drop (around 9%) is observed when going from resonance to an inhomogeneous range: taking into account $B_0$ variations forces a change in the RF shape that slightly affects the resulting contrast. However, a similar level of performance is maintained until a significant robustness range (350 Hz) is reached. Although there is no guarantee that this behavior can be strictly generalized to all pulses, similar trends were observed in most experiments.

The frequency increment in this range is set to 5 Hz, which in turn sets the total number of considered trajectories $N_{B_0}$. There are no theoretical framework that can be used to set this increment value. It is thus chosen empirically by making sure that the evolution between two successive trajectories is smooth.

### 4.3. Results

The phantom configuration is shown in Figure 6a. The experiment consists in creating contrast between sample 1 (maximize) and the three other samples in three distinct acquisitions. The sequence used for the acquisition of optimal contrast images is a spin-echo sequence illustrated in Figure 4, with TR = 5 s, TE = 8 ms, slice thickness: 2 mm, matrix acquisition size: $128 \times 128$ with slice selective hermite excitation and refocusing pulses. The sequence used for the acquisition of regular contrast images is also a spin-echo sequence with similar parameters except for the TE which is set to optimize the desired contrast.

It is possible to quantify the amount of contrast generated by the different
Figure 5: (a) Optimal RF pulse amplitude (left) and magnetization trajectories of both samples. Each trajectory represents a specific resonance offset in the interval $[-30, 30]$ Hz. (b) Evolution of the cost function value with respect to the $B_0$ robustness range.
acquisitions by computing the following metric:

\[ Q_{a,b} = \frac{I_a - I_b}{I_a} \]

with \( I_i \) corresponding to the average intensity of a given neighborhood fully contained in sample \( i \).

The first experiment contrasts samples 1 and 2. Since their \( T_1 \) values are almost identical, contrast is mostly created by the \( T_2 \) differences. Two methods are compared: i) regular \( T_2 \) weighting is performed by setting the TE to its optimal value (52.2 ms), i.e. in order to optimize the transverse magnetization difference between both samples, and ii) optimal contrast acquisition obtained with the proposed optimal control design. Results are respectively shown in Figures 6b and 6c. The corresponding metric values were: \( Q_{1,2}^s = 0.31 \) and \( Q_{1,2}^o = 0.33 \), showing that the optimal pulse converges toward a pulse close to the standard \( T_2 \) weighting strategy. This result was already noticed in the simulation section where no resonance offsets were considered. It is interesting to notice that taking into account the \( B_0 \) variations did not degrade the initial optimal contrast.

The second experiment contrasts samples 1 and 3. In this case, contrast is based on \( T_1 \) differences since both \( T_2 \) values are almost equal. The result is shown in Figure 6d. As expected, an inversion recovery is performed, making sample 3 reach saturation before flipping the residual magnetization of sample 1 in the transverse plane with a \( \pi/2 \) pulse. In this experiment, the contrast metric is \( Q_{1,3}^o = 0.70 \).

The last experiment contrasts samples 1 and 4. Here, both \( T_1 \) and \( T_2 \) values significantly differ. In this situation, the best standard weighting is theoretically based on \( T_2 \) differences for \( TE = 50.7 \) ms, which created an image almost identical to Figure 6b and a contrast metric of \( Q_{1,4}^s = 0.27 \). As was observed in the simulation section, optimal pulses are able to benefit from both \( T_1 \) and \( T_2 \) differences to improve the standard contrast. A similar observation could be made in the \textit{in vitro} experiment shown in Figure 6e. The corresponding metric value improved from: \( Q_{1,4}^s = 0.27 \) to: \( Q_{1,4}^o = 0.42 \), which validates the benefit of using optimal contrast pulses in practical applications.

In sequences using optimal contrast pulses, TE should be ideally set to 0 to avoid post-preparation \( T_2 \) relaxation that could deteriorate the prepared contrast. However, results suggest that for the range of considered \( T_2 \) values, setting TE to relatively small values (8 ms in our case) has little impact on the created contrast and preserves the prepared magnetization configuration.
(a) Design
(b) Contrast 1-2
$Q_{1,2} = 0.31$
(c) Contrast 1-2
$Q_{1,2}^o = 0.33$
(d) Contrast 1-3
$Q_{1,3} = 0.70$
(e) Contrast 1-4
$Q_{1,4}^o = 0.42$
(f) Contrast 1-2
(g) Field map in Hz

Figure 6: In vitro experiment results. (a) Schematic representation of the phantom (b) Regular $T_2$ contrast at optimal TE (c)-(e) Contrast using optimal contrast pulses (f) Contrast using optimal contrast pulse when the $B_0$ robustness range is decreased to $[-10, 10]$ Hz (g) Field map in Hz acquired at the same slice position.
Table 2: Relaxation times estimation for the in vivo experiments

<table>
<thead>
<tr>
<th></th>
<th>Mouse Brain</th>
<th>Mouse Muscle</th>
<th>Rat Brain</th>
<th>Rat Muscle</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$ (ms)</td>
<td>1062</td>
<td>1200</td>
<td>920</td>
<td>1011</td>
</tr>
<tr>
<td>$T_2$ (ms)</td>
<td>52</td>
<td>29</td>
<td>66</td>
<td>30</td>
</tr>
</tbody>
</table>

5. In Vivo Experiment

As an in vivo proof-of-concept, optimal contrast pulses were applied to an adult SWISS female mouse brain, and an adult female rat brain. Experiments were performed in accordance with the rules and regulations of the UCBL Ethic’s Committee on animal experimentation. Prior to the examination, animals were kept on a 12 hours day/night rhythm in a 300 cm$^2$ plastic cage with straw bedding, pellet food and tap water. They were anesthetized using an isoflurane tabletop station (TEM Sega®, Lormont, France). The animal respiratory index was monitored during the experimentation using a pressure sensor placed on the chest. Acquisitions are carried out on the same small animal 4.7 T Bruker MR system using a 30 mm quadrature coil for the mouse experiment, and a 70 mm volumetric excitation coil together with a surface reception coil for the rat experiment. The average relaxation times of the targeted tissues were estimated with an exponential fit of the water peak acquired with a localized PRESS spectroscopy sequence for different TE (from 15 ms to 200 ms) and TR (from 500 ms to 7000 ms).

In order to illustrate the flexibility of optimal contrast pulses, a RF pulse is computed to optimize the contrast between the brain (minimize) and its surrounding parietal muscles (maximize). This contrast is chosen because it is challenging to obtain with standard contrast strategies for 2 main reasons: i) both $T_1$ values are close, which rules out inversion-recovery strategies, and ii) the $T_2$ of the muscle is shorter than the $T_2$ of the brain. Estimated relaxation times are given in Table 2. Referring to section 3, this corresponds to regions where $P_o \gg P_s$ in Figures 2e and 2f.

Pulses are designed to be $B_0$-robust for a range of $[-1, 1]$ kHz for both experiments. Computation times required to design the corresponding optimal contrast pulses clearly depend on the $B_0$ robustness range considered, and the temporal discretization step. Running the proposed parallelized algorithm on a 8 × 2.7 GHz machine using Matlab (The MathWorks, Inc., Natick, MA, USA, R2015a) takes from a minute on resonance, up to around 20 hours for
an inhomogeneity range of $[-1, 1]$ kHz. Note that the pulse is computed only once for a given combination of relaxation times, and can be subsequently integrated into an imaging sequence without additional complexity. The amplitude of the computed optimal pulse for the mouse experiment is shown in Figure 7a, together with simulated magnetization trajectories corresponding to the brain and the parietal muscle. Each trajectory corresponds to a specific resonance frequency offset. It is worth noticing that despite the large disparity of magnetization trajectories when large frequency offsets are considered, the optimal pulse brings them all to the same state at the end of the control time (within a user-defined tolerance).

For the mouse experiment, a RARE sequence is used with an acceleration factor of 8, a centric encoding scheme, a matrix size of $192 \times 192$, TR = 5 s, TE = 9.4 ms and a slice thickness of 1.25 mm. Notice that TR has to be set long enough to ensure total longitudinal magnetization recovery. This condition is required by the current implementation of the optimal control algorithm, which requires the equilibrium to be the unique initial condition of the dynamic system. Acquisitions are shown in Figure 7b and 7c. Figure 7b shows the image obtained with the described RARE sequence when no contrast preparation pulse is used. Because of the long TR and short TE, relaxation times have no effect and the image intensity is mostly due to the proton density. On the other hand, Figure 7c shows the image obtained when the optimal preparation pulse is added, using the exact same sequence parameters. As expected, clear saturation of the brain is achieved while significant signal comes from the surrounding parietal muscles. It is also possible to distinguish the cerebrospinal fluid (CSF) which appears as a bright spot in the middle of the brain. This is due to its relaxation time values that are much higher than the other brain structures. It is also interesting to notice that the contrast is preserved in the whole slice, despite the proximity to the ear channels which create substantial field inhomogeneities due to air-tissue interfaces. This validates the choice of the $B_0$ robustness range. In this experiment, the average power deposition and peak power amplitude were respectively estimated to 0.53 Watts and 88 Watts. This corresponded to an attenuation of 15.1 dB, which lies well within reasonable bounds for in vivo acquisitions.

The rat acquisition is shown in Figure 7d, where a similar contrast as the mouse experiment can be observed. The same RARE sequence is used, with a matrix size of $128 \times 128$, TE = 8.8 ms, TR = 5 s and a slice thickness of 1.5 mm. However, although most of the brain is saturated, several internal
structures can be distinguished. For instance, Figure 7e shows the corpus callosum, the largest white matter structure, which appears brighter than its surrounding structures (mostly gray matter). This can be explained by the fact that relaxation times were estimated inside a voxel that was mostly composed of gray matter, which has a $T_2$ slightly longer than white matter (65ms versus 59ms at 4T) [36]. Figure 8 illustrates the simulated final signal map, i.e. the amount of signal left on the $M_z$ axis after the optimal preparation pulse and before the excitation scheme, with respect to $T_1$ and $T_2$. This plot shows that the signal coming from short $T_2$ tissues is maximized, which explains why white matter appear slightly brighter than gray matter. It also shows that the pulse mainly uses $T_2$ differences to enhance short $T_2$ tissues, which is not trivial to obtain with standard contrast strategies. This particular contrast could open interesting perspectives in neuroimaging to optimize the discrimination between white and gray matter, which is key in actual clinical challenges such as the effect of aging or Alzheimer disease [37].

6. Discussion

Optimal pulses are computed based on the propagation of the Bloch equations which implies that prior information must be known both on the tissue to be imaged and on the imager itself. Relaxation times can be obtained with relative accuracy either by acquiring $T_1$ and $T_2$ maps, or by taking standard values from the literature. It is essential that the resulting contrast is robust to relaxation times estimation errors or inter-subjects variations. Figure 8 illustrates the smooth variation of the resulting longitudinal magnetization for the rat muscle/brain contrast, suggesting that the contrast is robust to reasonable relaxation times perturbations.

In presence of pathological tissues where nominal relaxation times are changed, optimal contrast pulses could be used as filters in the relaxation times space. A library of pulses can be generated to obtain a given contrast for healthy tissues. Any deviation from the expected contrast would imply significant changes in the tissues relaxation times, and thus a chance of pathology.

A reliable estimation of $B_0$ inhomogeneities must also be known, which can be obtained with reasonable accuracy by acquiring $B_0$ field maps. Both in vitro and in vivo studies have validated the pulse robustness to $B_0$ inhomogeneities which is key to the application of optimal contrast pulses to high-field MRI (e.g. 7 T) where field inhomogeneities are much higher. Note also that a
(a) RF amplitude and simulated trajectories computed for the mouse experiment. Each trajectory represents a specific resonance frequency offset.
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Figure 7: In vivo contrast experiments on mouse and rat brains consisting of saturating the brain while maximizing the signal coming from the outer muscles
similar robustness approach can be used for $T_1$ and $T_2$ deviations as well as $B_1$ variations to account for the coil inhomogeneity excitation profile [21]. This would be an important parameter for applications using surface coils for excitation.

In this work, only relaxation time differences were used to create contrast between 2 samples. Other sources of contrast such as chemical shift, proton density differences or any other parameter that influences the magnetization trajectory could also be used without any change in the present optimization framework. This would surely improve the best achievable contrast and boost the impact of optimal contrast pulses for applications such as water/fat contrast imaging or spectroscopy.

The integration strategy of optimal contrast pulses into imaging sequences was to use them as preparation pulses. This makes the choice of the image contrast independent of the excitation scheme (gradient-echo or spin-echo), and enables the use of standard excitation pulses.

Power requirement of optimal contrast pulses is usually not an issue for three main reasons: i) the pulse duration usually contains long periods during which the $B_1$ amplitude is null in order to let relaxation occur, which results in a very low average power deposition (few Watts), and ii) maximum peak power can be bounded to limit the energy deposition. An additional penalization term can also be added in the cost function to penalize high energy pulses.

In this study, pulses were optimized to maximize the magnetization difference
between 2 samples. Note that it is possible to control more than 2 trajectories in order to optimize the contrast between several samples. This implies a cost function adaptation, but does not change the proposed formalism. An example of multiple trajectory control was shown in [26].

In vivo feasibility of the control of MRI contrast with RF pulses has been demonstrated in this work, but the proposed approach needs further developments to be applied routinely. In particular, the acquisition time should be competitive with standard acquisitions for different encoding schemes (spin-echo or gradient-echo). RARE factors are used in this study to accelerate spin-echo acquisitions, but the current implementation does not allow TR shortening or flip angle reduction as used for example in FLASH sequences. Future work will thus concentrate on including temporal parameters into the optimization problem to improve the contrast-to-noise ratio (CNR) per unit of time [38]. Several aspects could be investigated in that regard: i) optimization of steady-state sequences to avoid the use of long TR waiting for complete longitudinal magnetization recovery, ii) development of new cost functions that balance the contrast with the amount of acquired signal to optimize the CNR, iii) the numerical resolution of contrast time-minimal problems following the works of [29, 39].

7. Conclusion

This paper details the theoretical and practical benefits of using optimal control pulses to generate contrast in MRI. Optimal pulses are generated with a gradient-descent based algorithm which has proved to be robust to a wide range of experimental variations. Simulation results quantify the theoretical contrast improvement compared to standard contrast strategies. In particular, they suggest that $T_2$ differences can be used in order to maximize the signal coming from short $T_2$ samples. Their use in MRI is validated through both in vitro and in vivo experiments, and their integration into standard imaging sequences as preparation pulses is detailed. In vitro experiments show that in practice, standard contrasts can be improved using optimal contrast pulses. In vivo experiments on mouse and rat brains are performed to validate the ability of optimal pulses to maximize short $T_2$ tissues. A non-trivial contrast between white and gray matter is obtained, which could potentially be useful for an optimal discrimination of these two tissues. Other practical applications could be to have insights on the best achievable contrast for given sample characteristics together with the RF
pulse that produces such contrast, and perhaps reduce the use of invasive and costly contrast agents.
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