A level set framework with a shape and motion prior for segmentation and region tracking in echocardiography
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Abstract

We describe a level set formulation using both shape and motion prior, for both segmentation and region tracking in high frame rate echocardiographic image sequences. The proposed approach uses the following steps: registration of the prior shape, level set segmentation constrained through the registered shape and region tracking. Registration of the prior shape is expressed as a rigid or an affine transform problem, where the transform minimizing a global region-based criterion is sought. This criterion is based on image statistics and on the available estimated axial motion data. The segmentation step is then formulated through front propagation, constrained with the registered shape prior. The same region based criterion is used both for the registration and the segmentation step. Region tracking is based on the motion field estimated from the interframe level set evolution. The proposed approach is applied to high frame rate echocardiographic sequences acquired in vivo. In this particular application, the prior shape is provided by a medical expert and the rigid transform is used for registration. It is shown that this approach provides consistent results in terms of segmentation and stability through the cardiac cycle. In particular, a comparison indicates that the results provided by our approach are very close to the results obtained with manual tracking performed by an expert cardiologist on a Doppler Tissue Imaging (DTI) study. These preliminary results show the ability of the method to perform region tracking and its potential for dynamic parametric imaging of the heart.
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1 Introduction

Recent advances in the field of echographic equipment enable acquisitions at very high frame rates, ranging from 150 to 350 frames per second (fps) (currently, rates of 60 to 80 fps are common in clinical practice). Furthermore, some research interfaces to modern scanners give now access to the radiofrequency (RF) signal, which is the signal available before the envelope detection step used to obtain the conventional grayscale image. In such conditions, it is possible to perform reliable estimation of the local axial tissue velocity, from which mechanical properties of the tissue, such as strain and strain rate, can be derived (D’hooge et al., 2002). Their evolution through the cardiac cycle is a source of valuable information for the assessment of the myocardial viability.

One of the limitations of these techniques is the lack of an automatic and robust method for tracking regions of interest (ROI) through the cardiac cycle. This task is currently performed manually by the cardiologist, which makes it laborious and operator-dependent. In this context, the present paper describes a method for automated segmentation of the cardiac muscle and subsequent tracking of ROI in high frame rate echographic sequences. The described technique uses the same kind of data as is available to the cardiologist, that is the envelope (the usually displayed grayscale image) and the axial velocity field.

Segmentation of echocardiographic images is a particularly difficult task, due to the specificities of the ultrasound acquisition: speckle noise, unsharp boundaries related to diffuse scattering and attenuation. These difficulties are amplified in the case of our application: in order to perform high frame rate acquisition, the number of echographic lines is reduced, which implies in turn a reduced sectorial acquisition window to maintain an acceptable lateral resolution. As a consequence, the imaged cardiac structure is only partially present in the sectorial imaging window and moves in and out of that window; a portion of it may moreover be located in the near field of the probe where image quality is very low.

In this context, we propose to perform segmentation and tracking using a level set representation whose evolution is driven by image statistics and constrained by a shape prior. Early versions of this paper appeared in (Dydenko et al., 2003a,b). The main features of our approach are the following:

- The use of a shape prior implies a reliable registration of that shape to the structure to be detected. Due to the above mentioned specificities of echocardiographic images, such a registration cannot be based only on image information. We thus derive a framework where registration is obtained
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through a rigid or an affine transform computed by minimizing a criterion based on image statistics and on the a priori estimated interframe axial velocity.

- Statistical region-based level set evolution is then performed using the registered shape both as initial contour and shape constraint.
- The evolution of the level set is used to estimate the interframe 2D motion field. This motion field is then used to track a particular region of interest in the cardiac muscle.

The present paper is organized as follows. Section 2 describes the related work in the area of echocardiographic image segmentation and discusses the application of the level set framework for this task. Section 3 describes our method of segmentation and tracking. Section 4 details the specific settings made for the application of the method to high frame rate echocardiographic image sequences of the interventricular septum. Section 5 presents results obtained in in vivo sequences and provides preliminary comparative results with a DTI study. Finally, we draw conclusions and perspectives of our work in section 6.

2 Related work

2.1 Echographic image segmentation

Segmentation of echocardiographic images has been a field of very active research over the last decade, and it still remains an open and challenging problem. The envelope image is the one commonly displayed in ultrasound scanners, and many recent works processed directly this kind of image in cardiac applications: Malassiotis and Strinzis (1999) performed detection with an active contour model, Mulet-Parada and Noble (2000) detected discontinuities with a phase-based feature detection method and Papademetris et al. (2001) estimated the deformation of the left ventricle of the heart on 3D ultrasound images. Other researchers extracted textural features, such as the average, variance, contrast, entropy and homogeneity, from the envelope image. Segmentation was then performed, for example, by classifying pixels as either blood or myocardium with a neural network (Binder et al., 1999), or with a snake model (Chen et al., 2000). There have been very few applications of the level set technique dedicated to echographic imaging (contrarily to MR or CT imaging), due to the particularly difficult aspect of these images. Among the existing work, Baillard and Barillot (2000) described a 3D level set model for the segmentation of the carotid in 3D ultrasound images and Lin et al. (2002) developed a method dedicated to segmentation of 3D echocardiographic images, based on separate processing of each 2D slice within a multi-scale approach.
2.2 Level sets methods

Statistical region-based segmentation (Zhu and Yuille, 1996), segmentation using the level set framework (Osher and Sethian, 1988) as well as region-based segmentation within the level set framework are nowadays techniques well established in the image processing community (Paragios and Deriche, 1999b; Chan and Vese, 2001; Jehan-Besson et al., 2002). These techniques have also been adapted for applications in the field of medical image processing.

Following the aforecited authors, we choose to express our segmentation problem using the level set framework. Furthermore, we adopt in the present work a front-driving term based on the statistics of the image regions, which we assume to follow a Rayleigh distribution, as detailed in section 4.1.

However, due to the inherent lack of any geometrical and topological constraints in the basic level set model, region-based level sets still perform badly in difficult images, where data is incomplete and corrupted with massive noise. Such is often the case in medical imaging, particularly echocardiography.

In order to solve this issue, recent work proposed to introduce shape prior to the evolution of the level sets (Leventon et al., 2000; Tsai et al., 2001; Chen et al., 2001; Rousson and Paragios, 2002; Bresson et al., 2003). This idea is somehow contrary to the philosophy of level sets, and therefore the shape prior cannot be introduced directly into the model, as is done in the case of parametrized active contours. The common approach of these studies consists in constructing a level set representation of the available prior information, and in deriving an additional attraction term from this representation.

The prior shape models are extracted from training sets using principal component analysis, by modeling the mean shape (Chen et al., 2001) and shape variability (Leventon et al., 2000; Tsai et al., 2001; Chen et al., 2001; Bresson et al., 2003). In (Rousson and Paragios, 2002) a variational framework is used to build a Gaussian model, expressing the probability of observing at a pixel location a given value of the embedding function.

In our case, however, the identification of the structure of interest requires additional medical knowledge. For this reason, the prior shape is drawn manually by the cardiologist as a simple initial contour on the initial frame of the sequence, rather than extracted automatically from the available data. It is also noted that, due to the imaging conditions, we are dealing with the segmentation of a small part of the cardiac muscle, which is geometrically fairly simple and exhibits low variability.

During the process of segmentation, the prior must be registered with respect either to the evolving level set or to the processed image. This registration
is generally obtained through a rigid or affine transform, minimizing a dis-
tance criterion between the prior shape representation and the object being
segmented. In (Leventon et al., 2000) a rigid registration was performed by
predicting the position of the prior shape based on the current position of
the level set and the image gradient. In (Tsai et al., 2001) this result was
obtained by optimizing a criterion which aims at recovering a transform that
best maps the evolving interface to the shape prior term. Using a variational
approach, a unique energy functional was proposed by (Chen et al., 2001) to
formalize both registration of the prior shape (rigid transform and scale) and
constrained segmentation. (Bresson et al., 2003) extended the work of (Chen
et al., 2001) by integrating the statistical shape model of (Leventon et al.,
2000). In (Rousson and Paragios, 2002), the problem of registering the prior
shape with the evolving interface was solved by seeking a transform (rigid
transform and scale) which minimizes a distance criterion between the prior
and the evolving embedding function.

The above cited image-based approaches are efficient for the segmentation of
well-defined, complete structures. As mentioned in the introduction, we deal
with specific images which contain incomplete information, since the cardiac
muscle is only partially present in the imaging window, moves in and out of
this window and is corrupted by the near field of the probe. Consequently
we introduce the estimated interframe axial velocity as an additional prior in
the process of registering the model. This aspect is illustrated in fig. 3 in the
experimental section, where we show that the registration process based only
on the image information misses the vertical motion of the septum along the
sequence.

(Paragios and Deriche, 1999a) proposed to use motion prior to constrain level
set-based segmentation. These authors integrate motion estimation and track-
ing in the front propagation scheme using the assumption of intensity conser-
vation (i.e., the optical Flow constraint). Their approach is based on a motion
detection term estimated from the interframe image difference and on a visual
consistency term. This last term drives the level set under the constraint of an
affine motion, estimated under the assumption of image intensity conservation
and using the sum of squared difference.

However, this assumption of image intensity conservation cannot be reliably
applied to echocardiographic image sequences, since the changes in the speckle
pattern in the envelope echographic image do not reflect the underlying tissue
motion (Meunier and Bertrand, 1995). Specific algorithms have been devel-
oped for the estimation of tissue velocity either at acquisition time (Doppler
Tissue Imaging or DTI), or from the acquired RF sequence (Alam et al., 1998;
D’hooge et al., 2000). Due to the conditions of the echographic acquisition
(high resolution in the axial direction, low resolution in the lateral direction),
these algorithms provide only the axial velocity. Consistently with our applica-
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tion, we use the velocity estimated through such approaches as an additional prior in the process of registering the model.

To conclude this section, let us cite the contribution of (Jehan-Besson et al., 2000), who described a method for the estimation of the motion field from a video sequence segmented with level sets. The motion estimation algorithm described in the last part of the methodological section of the present article, useful in the tracking step, is inspired by the work of these investigators.

3 Methodology

We first describe in this section the data term based on image statistics used for image registration and level set-based segmentation. We then detail the three steps involved in the proposed method, that is:

- Registration of the shape prior using image statistics and a priori motion information;
- Level set evolution using the registered shape prior;
- Estimation of the interframe 2D motion field from the evolution of the level sets.

3.1 Region statistics-based curve evolution

Both the registration of the prior shape and the level set evolution are based on image statistics. In this context, we follow the framework initially described by (Zhu and Yuille, 1996) and used by other authors in different applications for statistical region-based segmentation (Paragios and Deriche, 1999b; Paragios et al., 2002). This approach relies on evolving a curve in such a way that the resulting partition of the image maximizes a posterior probability of distribution of the image grey levels in the inside and outside of the detected object.

Let $P_{in}(I(p))$, $P_{out}(I(p))$ be the probability density functions (PDF) of observing the value $I(p)$ at pixel $p$, in the inside and outside of the object, respectively, and let $\Gamma$ be the closed curve defined as:

$$[\Gamma : [0, \Lambda] \mapsto \mathbb{R}^2, s \mapsto p = \Gamma(s)] \quad (1)$$

The problem of finding a partition of the image which maximizes the posterior probability is equivalent to finding the curve $\Gamma$ which minimizes the following
cost functional:

$$E(\Gamma) = \int_{\Omega_{in}} -\log P_{in}(I) d\omega + \int_{\Omega_{out}} -\log P_{out}(I) d\omega$$  (2)

where the curve \(\Gamma\) partitions the image domain in two regions: the inside \(\Omega_{in}\) and the outside \(\Omega_{out}\). Using a gradient descent scheme, the minimization of \(E(\Gamma)\) is obtained through the evolution of \(\Gamma\) defined by (Zhu and Yuille, 1996):

$$\frac{d\Gamma}{dt} = -\log \frac{P_{in}(I)}{P_{out}(I)} N$$  (3)

where \(N\) is the vector normal to the curve \(\Gamma\). We define for further developments the term \(\delta\):

$$\delta = -\log \frac{P_{in}(I)}{P_{out}(I)} N$$  (4)

The data term \(\delta\) may be interpreted as a statistical force driving the curve \(\Gamma\) to the desired image partition and thus provides the evolution of \(\Gamma\) at each iteration of the gradient descent scheme. As detailed in section 4.1, we use a Rayleigh PDF to model image statistics of the echocardiographic images.

3.2 Registration of the prior shape

3.2.1 Registration based on image statistics

A powerful way to guide the evolution of an initial shape towards the object to be segmented is to constrain its motion. In this section, we assume that an initial curve \(\Gamma\) has been approximately positioned in the vicinity of the object and this curve is used as a shape prior.

In section 2, we indicated that related work proposed to extract the initial shape from training data sets using principal component analysis. In contrast to these approaches, in our application the initial contour is drawn manually by the cardiologist on the first frame of the sequence. Our choice is primarily motivated by the lack of complete information when choosing the initial contour: indeed, only a part of the muscle visible on the image is interesting from a medical point of view, and that part must be selected by the cardiologist. Also, given the low variability of the muscle shape within one sequence, the contour is geometrically fairly simple.

We address the problem of positioning the shape \(\Gamma\) on the image using a rigid or an affine transform, in the sense of minimizing the posterior segmentation probability (equation 2).

In 2D, the transform parameters thus correspond to a \(2 \times 2\) matrix \(M\) and a 2-component translation vector \(T\). The matrix \(M\) corresponds to rotation,
shear and scale in the case of affine registration, whereas it corresponds only to rotation if rigid registration is considered. The transform of any point \( p \) is then defined as follows (all vectors are column vectors):

\[
p' = M p + T \tag{5}
\]

Let us call \( v(p) = (v_x, v_y) \) the motion field induced by the transform at each point \( p \) of the interface

\[
v(p) = \frac{\partial \Gamma}{\partial t} \tag{6}
\]

If one considers the motion of the interface in each iteration as stationary (i.e. the motion field of the interface does not depend on time \( t \)), and also supposing without loss of generality that the time step in each iteration is 1, the motion field expresses as follows:

\[
v(p) = (M - I_d)p + T \tag{7}
\]

where \( I_d \) is the identity matrix.

Referring back to the framework described in the previous section, we note that the conventional, unconstrained evolution of \( \Gamma \) is given by the data term \( \delta \). We then propose to perform registration in the image in the following way: for each iteration of the gradient descent scheme, we compute the transform \((\hat{M}, \hat{T})\) that best approximate (in the least square sense) the unconstrained evolution as given by \( \delta \). Using the parametric representation of \( \Gamma \), (equation 1), such a transform is thus the solution minimizing:

\[
E_{M,T} = \int_\Gamma \left| v(p) - \delta(p) \right|^2 ds \tag{8}
\]

By replacing \( v(p) \) with expression (7), one obtains:

\[
E_{M,T} = \int_\Gamma \left| (M - I_d)p + T - \delta(p) \right|^2 ds \tag{9}
\]

This cost function provides a way to perform registration based on image statistics through the data term \( \delta \). However, due to the specificities of high frame rate echocardiographic images, registration of the prior shape relying only on image information may fail (see for instance fig. 3 in section 5.2). We therefore propose to further constrain the registration process by introducing a motion prior, as described in the next section.

### 3.2.2 Registration based on image statistics and displacement field

As mentioned in section 2, the assumption of image intensity conservation cannot be reliably applied to motion analysis in ultrasonic image sequences. In
contrast, ultrasound RF acquisition enables 1D motion field estimation in the axial direction (i.e. parallel to the ultrasound pulse propagation; the geometry of an ultrasound acquisition prohibits easy estimation of velocity in the lateral direction). We therefore propose to constrain the registration process through this 1D motion field estimated a priori. For generality, we give in the following the 2D formulation of the proposed motion prior constraint.

Let us call $I^r$ the current image in which $\Gamma$ has to be registered, and $I^{r-1}$ the previous image in the sequence. We assume that registration has been performed in image $I^{r-1}$. The curve registered in $I^{r-1}$ is used as the initial positioning of $\Gamma$ in $I^r$.

Let us call $\eta(p) = (\eta_x(p), \eta_y(p))$ the available a priori motion field, defined over the entire image domain $\Omega$ and corresponding to interframe motion estimated between $I^{r-1}$ and $I^r$. We propose to use the field $\eta(p)$ as a guide to move $\Gamma$ from its initial position (as provided by registration in frame $I^{r-1}$) to the final registered position. This can be done by constraining the transform applied to $\Gamma$ to yield a motion field close to $\eta$. This constraint is introduced by modifying the previous cost function $E_{M,T}$ (eq. 8) through a supplementary term, yielding:

$$E_{M,T} = \alpha \int_{\Gamma} |v - \delta|^2 ds + \beta \iint_{\Omega_{in}} |v - \eta|^2 d\omega$$  \hspace{1cm} (10)

The first integral is estimated over $\Gamma$ and corresponds to the influence of image data as defined in the previous section, while the second integral is estimated over the region enclosed by the prior $\Gamma$ and ensures that the estimated transform applied to $\Gamma$ provides a motion field close to $\eta$. The scalars $\alpha$ and $\beta$ are weights balancing the influence of image data and motion prior terms.

Given the above-addressed specificity of the ultrasound data (see also section 4), we allow anisotropic weighting of the two terms according to the $x$ and $y$ directions. This anisotropic weighting is easily obtained through the following expression:

$$E_{M,T} = \int_{\Gamma} (v - \delta)^t A (v - \delta) ds + \iint_{\Omega_{in}} (v - \eta)^t B (v - \eta) d\omega$$  \hspace{1cm} (11)

where the 2x2 matrices containing the weights of the two terms in $x$ and $y$ are defined as :

$$A = \begin{pmatrix} \alpha_x & 0 \\ 0 & \alpha_y \end{pmatrix} \hspace{1cm} B = \begin{pmatrix} \beta_x & 0 \\ 0 & \beta_y \end{pmatrix}$$  \hspace{1cm} (12)

The minimum of the cost function $E_{M,T}$ corresponds to the zeros of its derivatives with respect to the parameters of the transform. The obtained expres-
sions are given in the appendix in the case of an affine and a rigid transformation. These expressions are relatively simple and convenient for numerical implementation, since they involve only integrals over $\Gamma$ and $\Omega_{in}$, which can be easily approximated numerically through summations.

### 3.3 Evolution of the level set constrained by the a priori shape

Once registration has been performed, we give in the present step more freedom to the evolution of the curve $\Gamma$, so as to make the detection of the shape to be segmented more accurate. The evolving curve is driven by the statistical region-based term $\delta$, and constrained to stay close to the registered prior shape $\Gamma^\pi$.

We use the now classical formulation of the level sets: the evolving curve $\Gamma$ is embedded as the zero level set of a higher dimension embedding function,

$$
    u(p) = \begin{cases} 
    0, & p \in \Gamma \\
    -D(p, \Gamma), & p \in \Omega_{in} \\
    +D(p, \Gamma), & p \in \Omega_{out}
    \end{cases}
$$

where $D(p, \Gamma)$ is the Euclidean distance between point $p$ and the curve $\Gamma$.

The term describing closeness to the prior shape is expressed as a quadratic attraction function

$$
    \chi^\pi(p \in \Gamma) = \begin{cases} 
    0, & p \in \Gamma^\pi \\
    -|D(p, \Gamma^\pi)|^2, & p \in \Omega^\pi_{in} \\
    +|D(p, \Gamma^\pi)|^2, & p \in \Omega^\pi_{out}
    \end{cases}
$$

When processing temporal sequences of images, segmentation is carried out simultaneously with one level set evolving on each image. Let $\{u^\tau\}, \tau = 1...\Theta$ be the sequence of $\Theta$ embedding functions, each one segmenting image $I^\tau$ from the processed sequence. In order to introduce temporal continuity of the segmented object, we define a term constraining the level sets in consecutive frames. We use the same formulation of the attraction term based on the distance function as the one introduced for the shape prior. Specifically, attraction to the level set previous in the temporal sequence writes as follows:

$$
    \chi^{\tau,\tau-1}(p \in \Gamma^\tau) = \begin{cases} 
    0, & u^{\tau-1}(p) = 0 \\
    -\left(u^{\tau-1}(p)\right)^2, & u^{\tau-1}(p) < 0 \\
    +\left(u^{\tau-1}(p)\right)^2, & u^{\tau-1}(p) > 0
    \end{cases}
$$
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A similar term $\chi^{\tau, \tau+1}$ defines the attraction to the next level set in the temporal sequence.

The three previously described terms, $\chi^{\pi}$, $\chi^{\tau, \tau-1}$ and $\chi^{\tau, \tau+1}$, have been defined only on the curve $\Gamma$ (i.e. on the zero level set of $u$). In order to be incorporated into the equation of the level set evolution, they have to be expressed on the entire domain $\Omega$. This is done in the following way:

$$\chi\prime(p) = \begin{cases} 
\chi(p), & \text{if } p \in \Gamma \\
\chi(p_0) \mid (p_0 \in \Gamma \text{ and } \hat{pp}_0 = D(p, \Gamma)), & \text{if } p \notin \Gamma
\end{cases} \quad (16)$$

where $\hat{pp}_0$ denotes the distance between $p$ and $p_0$.

Injecting the previously developed terms in the level set evolution formulation, we obtain the general evolution equation, which incorporates the classical curvature term ($\kappa$), the statistical image-based term, a shape prior term and the two temporal consistency terms:

$$\frac{\partial u}{\partial t} = \left(\lambda_\kappa \kappa + \lambda_\delta \delta + \lambda_\pi \chi^{\pi} + \lambda_\tau (\chi^{\tau-1} + \chi^{\tau+1})\right) \mid \nabla u \mid \quad (17)$$

### 3.4 Motion estimation and tracking

We use the result of segmentation to derive the interframe motion field $v^{\tau, \tau+1}(p)$. This motion field is then used to perform the tracking of a region of interest in the segmented structure. For each frame, the motion field is a composition of the motion field corresponding to the registration step, and of the deformation field, corresponding to the evolution of the level set.

Considering a point $p$ of the image domain $\Omega$, let us call $q$ the point obtained by applying the transform to $p$. The motion field $v_{AF}(p)$ corresponding to this transform is then defined as:

$$q = p + v_{AF}(p) \quad (18)$$

This motion field is easily obtained from equation (7) as:

$$v_{AF}(p) = \left(\hat{M} - I_d\right)p + \hat{T} \quad (19)$$

The derivation of the motion field corresponding to the level set evolution is based on the assumption that any point of the embedding function stays on the same level set during its evolution. This approach was proposed by (Jehan-Besson et al., 2000) and interestingly, it is equivalent to applying the optical flow constraint (Horn and Schunck, 1981) to the embedding function.
For a point \( q \), let us call \( r \) the corresponding point after the level set evolution. The field \( v_{LS}(q) \) describing the motion of point \( q \) with the evolving level set is then defined as:

\[
 r = q + v_{LS}(q) \tag{20}
\]

From the above assumption, it is then possible to show that \( v_{LS}(q) \) is given by (Jehan-Besson et al., 2000):

\[
v_{LS}(q) = [u_R(q) - u_S(q)] \frac{\nabla u_S(q)}{|\nabla u_S(q)|^2} \tag{21}
\]

where \( u_R \) and \( u_S \) are, respectively, the initial embedding function and the one after convergence of the level set; the motion field \( v_{LS} \) is expressed at each point of the domain \( \Omega \), since the level set is defined through a continuous function \( u \).

From equations (18) and (20), the total motion field \( v(p) \) is given as:

\[
v(p) = v_{AF}(p) + v_{LS}(q) = v_{AF} + v_{LS}(p + v_{AF}(p)) \tag{22}
\]

Denoting \( v^\tau(p) \) and \( v^{\tau+1}(p) \) the motion fields associated, respectively, with frame \( \tau \) and frame \( \tau+1 \), the interframe motion field \( v^{\tau,\tau+1}(p) \) is then computed as:

\[
v^{\tau,\tau+1}(p) = v^{\tau+1}(p) - v^\tau(p) \tag{23}
\]

## 4 Application to high frame rate septal echocardiographic data

The previously described framework is applied to high frame rate echocardiographic image sequences of the interventricular septum. In each case the echographic device was equipped with an RF interface, so the data were initially available as a sequence of RF signals. We describe in this section the specific settings made for this application.

The a priori 1D motion field used to constrain the registration scheme is estimated from the RF signals using a technique known from the literature (Alam et al., 1998; D’hooge et al., 2000). This technique consists in tracking RF patterns in consecutive temporal RF lines along the pulse propagation direction (axial direction). The tracking is made adaptive by applying temporal pre-stretching to the reference RF pattern in order to take into account the deformation of the RF signal due to the motion of the myocardium.

From the RF signals, the envelope echocardiographic images are computed, without logarithmic compression in order to preserve statistical properties (see section 4.1 below).
As discussed in section 3.2.1, the prior shape is drawn manually by the cardiologist as an initial contour on the initial frame of the sequence.

Registration of the prior shape in each image of the sequence is then performed using a rigid transform: indeed, the deformation of the septal muscle during the cardiac cycle is relatively small as compared to its overall motion (translation and rotation). This can be visually evaluated from the video corresponding to fig. 4, available in the online version of the paper at doi: XXXXXXXX and at www.creatis.insa-lyon.fr/~frib/media_04. Once registration is performed, the deformation of the myocardium is captured in the second step of the segmentation process, that is during free motion of the level-set. As shown in the result section, this yields consistent segmentation and tracking.

The approach implies the selection of the PDF modelling the statistics of the echocardiographic images through the data term $\delta$ (eq. 4), as well as the choice of the hyperparameters involved in the registration step (eq. 11) and in the expression governing the evolution of the level set (eq. 17). These aspects are described in the following subsections.

4.1 Statistical distribution

In the context of our work it is crucial to carefully model the intensity distribution of ultrasound envelope images through an adequate PDF. It has been shown (Wagner et al., 1983) that for a large enough density of scatters, the image speckle is fully developed and the distribution of intensities follows the Rayleigh PDF:

$$P(I) = \frac{I}{\sigma^2} e^{-\frac{I^2}{2\sigma^2}}$$

(24)

Such a choice is common in the field of region-based segmentation of echographic images (Guerault et al., 2000; Haas et al., 2000).

The registration and segmentation method requires initial estimation of the statistical parameters ($\sigma_{in}, \sigma_{out}$) of the Rayleigh distributions in the two region of the envelope image, and it is not a trivial task. The determined prior shape does not partition the image into two statistically meaningful regions, namely muscle and blood. Indeed, uninteresting muscular structures, whose gray level distributions are similar to the one of the muscle of interest, are present in the image and remain outside of the prior shape.

The best partition of the sequence in two statistically distinct regions could be obtained by segmenting independently each frame with a region-based Rayleigh term. However, this would be a computationally expensive task, considering that the estimation of statistical parameters is only a preliminary stage of processing.
We introduce a different approach, where the sequence of images is considered as a single multichannel image, representing several acquisitions of the same object. Indeed, the heart muscle has a cyclic motion, whose amplitude does not exceed by far the size of the muscle itself. Consequently, it stays within a constrained region of the image. Inspired by the work of Germain and Refregier (1999), we propose to process the multichannel image by segmenting a unique image, which is the average of all the channels.

We propose to use the result of segmentation of the average envelope image as an approximation of the best partition, and the statistical distribution parameters are estimated as follows:

- the image corresponding to the envelope of the average of the RF image sequence is computed. Under the assumption of fully developed speckle, the RF signals follow a Gaussian distribution and the average of these signals is also Gaussian-distributed. Taking the envelope of the average results then in a Rayleigh-distributed image,
- segmentation of this image with a Rayleigh region-based term, where the statistical parameters of the distributions are not known a priori and are re-estimated at each iteration,
- use of this segmentation to partition the sequence considered here as a volume and calculation of a unique set of parameters from all the pixels of the sequence belonging to the inside and outside, respectively.

The set of parameters obtained in this way is used both during the registration and the segmentation step, in all the frames.

4.2 Settings of the hyperparameters

The registration step implies the choice of the relative weights of the image data and motion prior terms in equation (11). The specificities of our data (a priori 1D velocity field available only along the axial direction) make this choice relatively easy: registration along the axial direction (y axis in the images) is performed using the velocity field-based term, and the image-based term guides registration in the lateral direction (x axis in the images), so we set \((\alpha_x, \alpha_y) = (1, 0)\) and \((\beta_x, \beta_y) = (0, 1)\).

The segmentation step requires tuning several weighting hyperparameters, which set the influence of each term of the level set evolution. We observed that the choice of an optimal set of parameters is relatively easy, and the method is not very sensitive to small deviations from the adopted values. In practice, when segmenting experimental echocardiographic acquisitions (180 - 600 frames), we performed tests on short series of frames extracted from the sequence. The determined values of parameters could then be used throughout
the sequence, without the need of further tuning.

5 Results on in vivo echocardiographic data

5.1 In vivo data sets

In this section, we present results obtained in two echocardiographic sequences (Sequence A and Sequence B) acquired in the apical four-chamber view. Such acquisitions are used in clinical practice to assess functional characteristics of the septal wall, which is positioned in the central part of the image. The data sets were acquired for the purpose of obtaining high frame rate sequences, enabling reliable estimation of the axial velocity. As pointed out in the introduction, their visual quality is consequently not optimal. Segmentation and tracking results obtained from sequence A are qualitatively, visually assessed by a medical expert. Sequence B is used to study the time evolution of a specific parameter (the local velocity) and provides a more quantitative evaluation by comparing our approach with the manual tracking performed by an expert cardiologist on a DTI study.

Fig. 1 presents example frames extracted from the two sequences with indicated cardiac structures, along with the estimated axial velocity field. In these images (see also fig. 4), it is to be noted that the connection of the septum with the anterior and posterior wall is almost lost, and that the septum thus appears as an isolated, elongated structure. As mentioned earlier, this is linked to the acquisition configuration: due to high frame rate acquisition, the imaging window angle is reduced and the imaged area is still smaller near the probe, where the connexion of the septum with the anterior and posterior wall is located in apical acquisitions. This region is moreover located in the near field of the probe where image quality is very low. It is to be noted that the segmentation and tracking results given in fig. 4, 6 and 9 in the next sections may also be evaluated visually from the videos available in the online version of the paper at doi: XXXXXXXX and at http://www.creatis.insa-lyon.fr/~frib/media_04.

5.2 Sequence A

The sequence was acquired from a young healthy volunteer, with a Toshiba PowerVision 6000 (Toshiba Medical Systems, Otawara, Japan), equipped with an RF interface for research purposes, which allows continuous acquisition of
digital IQ data. Each frame is composed of 60 adjacent RF lines, with an acquisition sector of approximately 45 degrees. The frame rate was 150 images per second and a sequence of 187 RF images was obtained. A 3.75 MHz-probe was used in this study, insonifying with a pulse of central frequency $f_0 = 2.5$ MHz.

As previously described, the statistical parameters used for registration and segmentation were obtained from a pre-segmentation of the average image of the sequence. The initial contour was manually drawn in one frame from the sequence. Processing was performed as described in the methodological section. Segmentation steps (registration and free evolution of the level set) are shown in one frame in fig. 2, and one can observe how each step improves the result.

Fig. 3 illustrates the influence of the velocity term in three frames, extracted from the sequence, by showing the result of registration with and without the velocity term (for better viewing, an arrow indicates the position of the mitral valve - septum connexion in each frame). When velocity information is used (fig. 3, left), the contour correctly follows the axial motion of the muscle (along the vertical axis in the images). When velocity information is not used (fig. 3, right), registration yields a drift in the axial direction and finally fails to properly follow the cardiac structures (compare the relative position of the contour and the arrow in fig. 3, frame 71 left and frame 71 right).

Fig. 4 shows eight frames extracted from the sequence along with the obtained results of segmentation. In all the frames, the contour matches the muscle very well. It is particularly encouraging that segmentation is correct in the upper part of all the images, where contrast is extremely poor due to the ultrasonic near field: this is made possible only because of the prior shape. In several frames, additional cardiac structures (the valves) move close to the septum. However, again owing to the shape prior, the interface stays bounded to the septum. The sequence starts with the isovolumetric contraction phase (frame 4), and one can appreciate how the contour moves and rotates along with the contracting and shortening muscle in the ejection phase (frames 38 and 66). The muscle is relatively still in diastasis (frames 109 and 128): the detected contour is stable, and tiny phenomena such as the muscle’s flexion are accurately captured. Finally, frame 149 corresponds in the next cardiac cycle to the same instant as frame 4. The detected contours in the two frames are very similar.

The result of segmentation is then used to obtain the motion field of the object (fig. 5). Frame (4 → 14) corresponds to the beginning of isovolumetric contraction, and therefore there is little motion of the muscle. In the ejection phase (38 → 48; 66 → 76), the fast contraction of the septum and its motion towards reducing the volume of the left ventricle (positioned in the
right-hand side of the image) can be clearly appreciated. During the end of isovolumetric relaxation and beginning of early filling (79 → 89), the return of the muscle to its previous position is visible, and in early filling, the septum increases the volume of the left ventricle by moving outwards (91 → 101). The two next frames (109 → 119 and 128 → 138) correspond to a still phase of diastasis, and little motion can be seen. The obtained motion field seems therefore qualitatively consistent with the different phases of the cardiac cycle and the expected motion of the septum. It was subsequently used to track a manually placed circular ROI (see fig. 6). The position of the region follows the translation and deformation of the septum. It can be remarked that the size of the ROI varies little throughout the cycle, which is an indicator of stability and homogeneity of the motion field. It is very interesting to note that the ROI does not drift towards the cardiac cavities, despite the fact that the septum in the images is very thin. The results obtained on this data set have been positively evaluated by an expert cardiologist through qualitative, visual inspection.

5.3 Sequence B : preliminary comparative results

The ultimate goal of the method described here is to obtain the evolution of mechanical tissue parameters, such as the axial velocity, strain or strain rate (D’hooge et al., 2000), in particular regions of the cardiac muscle. The evolution of these parameters is used for the assessment of myocardial function, and it is obtained by the physician from specific acquisitions and with a dedicated software. The scheme in fig. 7 summarizes this procedure. The analysis is based on a DTI acquisition of a velocity cardiac sequence. In a subsequent off line processing of the data set with a dedicated software, the cardiologist performs manual tracking of control points through the cardiac cycle. The software then generates curves of evolution of the parameters of interest in these control points. Tracking is necessary in order to follow the same part of the muscle through the cycle, and this task, performed manually in sequences of 200 to 400 frames, is extremely tedious.

DTI is thus used in this section as a reference for velocity estimation. Using a rotating phantom experiment (Kukulski et al., 2000) indeed showed a very good agreement between DTI and true velocities (correlation coefficient of 0.99), although DTI tends to underestimate the velocity values (1.35 ± 0.36 cm/s for velocities ranging from 1.6 to 38 cm/s). As a consequence the absolute values delivered through DTI should be used with care (due to the underestimation), but relative values may be used with a good confidence.

In an attempt to evaluate the ability of the method to produce medically meaningful results, the temporal evolution of one tissue parameter was ob-
tained in a ROI with the use of our method, and compared to the evolution of
the same parameter in the same ROI obtained by an expert cardiologist with
a setup described above. The chosen tissue parameter is the axial velocity,
which is used for the assessment of the myocardial contractile function.

Processed data were acquired with a GE Vingmed, System V (Horten, Nor-
way) equipped with a RF output, used in clinical routine, and a cardiac probe
of central frequency 2.22 MHz was used. A DTI acquisition was performed,
which is a built-in feature of the Vingmed scanner. A RF acquisition was per-
formed shortly afterwards, in the same patient and in the same view, at 98 fps,
with each frame containing 26 RF lines over an angle of 31 degrees. It is to
be noted that, due to the use of another acquisition setup, the frame rate and
the number of RF lines are low as compared to previously processed data.

Fig. 8 presents a screen-shot from the dedicated software used by the cardi-
ologist, and three control points are visible upon the septum. From the DTI
acquisition, the axial velocity field in control point 2 was obtained by the
cardiologist.

In parallel, the segmentation procedure discussed in previous sections was
applied to the RF data set. A ROI was then defined in such a way that it
corresponds to the central control point (number 2) from fig. 8. Tracking was
finally performed, and the resulting positions of the ROI are presented in fig.
9. Subsequently, the evolution of the axial velocity field in the tracked region
was computed, by averaging in each frame the velocity values under the ROI.

Fig. 10 presents the curve obtained automatically with our method, superim-
posed on the curve provided by the expert cardiologist. There is a very good
concordance of the two results; the overall aspect of the two plots is similar
and extreme values of velocities are almost identical. Characteristic short car-
diac events, such as isovolumetric contraction, isovolumetric relaxation or the
peak velocity in ejection coincide in the two plots. Let us also note a good
stability of the result obtained with our method over two consecutive cycles.

One limitation of the described procedure is that the frame rate of the avail-
able RF data is relatively low (98 fps), as compared to the dedicated DTI
acquisition (200 fps). As a consequence, some short events of the cardiac cycle
may be missed. For example, the extreme negative velocity in late filling is
not the same in the two curves, and it seems that the negative peak has been
overlooked in the RF acquisition because of the low temporal resolution.
We have described in this paper a method for segmentation and tracking in high frame rate echocardiographic images. The difficulty of this task is linked to the specificity of these acquisitions, where the cardiac structure of interest is only partially visible, move in and out of the imaging field and is moreover corrupted by the near field of the probe. In this context, we have proposed to perform segmentation using a level set representation whose evolution is guided by image statistics and constrained by shape a priori. This strategy implies a reliable registration of the a priori to the structure to be detected. Such a registration is obtained through a rigid or affine transform which is computed by minimizing a global region-based criterion based on image statistics and on the estimated interframe motion. The tracking of a region of interest is then obtained by using the motion field estimated from the level set evolution.

The method has been applied to the segmentation of the septum. In the present implementation, an initial contour is determined on the first image of the sequence and is used as the shape prior. The determination of this contour is the only interaction required from the operator, subsequent registration and segmentation steps being fully automatic.

The approach has been tested on two sequences acquired in vivo and have led to very encouraging experimental results. Results obtained on the first sequence indicate that the segmentation and the tracking are visually consistent and reliable with respect to the cardiac motion. In particular, the tracking of a ROI was found to be stable insofar as it does not yield any drift of the ROI outward the thin structure of the septum. The second sequence was used to study the time evolution of a specific parameter, the local velocity, by tracking a ROI in the septum. This sequence represented a difficult case, because of lower image quality and lower frame rate. The results provided by our approach were found to be very close to the results obtained with manual tracking performed by an expert cardiologist from a DTI study. Moreover, these results appeared to be stable and reproducible with respect to the cardiac cycle period. These promising results should however be considered as preliminary: future work includes the implementation of the method in a clinical research environment in order to validate its reliability on the basis of a larger number of data sets. The approach is currently implemented without any particular optimisation for registration. The segmentation step (i.e. evolution of the level-set) is done using the sparse field technique (Whitakker, 1998). Using a Pentium 4 processor running at 3.00 Ghz, this yields a typical computation time of about 50 mn for 100 frames. Though this implies offline processing, it has to be kept in mind that it still advantageously replaces the tedious task of manual tracking through the whole sequence.
The medical interest of the proposed method is to provide the access to the evolution of local myocardial mechanical properties, such as velocity or strain. In that sense, the developed method answers a direct medical need. From the obtained preliminary results, it appears that the method could thus, in perspective, provide an efficient tool for dynamic parametric imaging of the myocardium in echocardiography. A unique RF acquisition could be the basis for image segmentation, region tracking and finally for the derivation of the time evolution of parameters assessing myocardial properties.

Appendix

Affine registration

Let us note

\[
M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \quad T = \begin{pmatrix} t_x \\ t_y \end{pmatrix}
\]

The minimum of \( E_{M,T} \) corresponds to the zeroes of its derivative with respect to the six parameters \( a, b, c, d, t_x \) and \( t_y \). By developing (eq. 11), these derivatives may be expressed as a function of integrals of \( p, \delta \) and \( \eta \) over \( \Gamma \) and \( \Omega \).

Let us define the following matrices, vectors and scalars;

\[
IN_{\Gamma} = \int_{\Gamma} pp' ds \quad IN_{\Omega} = \int_{\Omega} pp' d\omega
\]

\[
G_{\Gamma} = \int_{\Gamma} pds \quad G_{\Omega} = \int_{\Omega} pd\omega
\]

\[
L = \int_{\Gamma} ds \quad S = \int_{\Omega} d\omega
\]

\[
\vec{\delta} = \begin{pmatrix} \delta_x \\ \delta_y \end{pmatrix} = \int_{\Gamma} \delta ds \quad \eta = \begin{pmatrix} \eta_x \\ \eta_y \end{pmatrix} = \int_{\Omega} \eta d\omega
\]

\[
P \Delta x = \int_{\Gamma} \delta_x pds \quad PN_x = \int_{\Omega} \eta_x pd\omega
\]

\[
P \Delta y = \int_{\Gamma} \delta_y pds \quad PN_y = \int_{\Omega} \eta_y pd\omega
\]

where the integral of a matrix (resp. vector) is to be understood as the integral of each term of the matrix (resp. vector).
Let us now gather the six unknowns in the two following vectors

\[ V_x = \begin{pmatrix} a \\ b \\ t_x \end{pmatrix} \quad V_y = \begin{pmatrix} c \\ d \\ t_y \end{pmatrix} \] (32)

Using elementary algebraic computations, it can be then shown that the unknowns parameters are obtained as the solutions of the two following 3 × 3 linear systems:

\[
\begin{align*}
A_x V_x + B_x &= 0 \\
A_y V_y + B_y &= 0
\end{align*}
\] (33)

where

\[
A_x = \alpha_x \begin{pmatrix} (G^\Gamma)^t L \\ G^\Gamma \end{pmatrix} + \beta_x \begin{pmatrix} I N^\Omega G^\Omega \\ (G^\Omega)^t S \end{pmatrix} \] (34)

\[
B_x = \alpha_x \begin{pmatrix} P \Delta x \\ \delta_x \end{pmatrix} + \beta_x \begin{pmatrix} P N_x \\ \eta_x \end{pmatrix} \] (35)

\[
A_y = \alpha_y \begin{pmatrix} (G^\Gamma)^t L \\ G^\Gamma \end{pmatrix} + \beta_y \begin{pmatrix} I N^\Omega G^\Omega \\ (G^\Omega)^t S \end{pmatrix} \] (36)

\[
B_y = \alpha_y \begin{pmatrix} P \Delta y \\ \delta_y \end{pmatrix} + \beta_y \begin{pmatrix} P N_y \\ \eta_y \end{pmatrix} \] (37)

### Rigid registration

In the case of a rigid registration, \( M \) corresponds to a rotation matrix, i.e.

\[
M = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}
\] (38)

where \( \theta \) is the rotation angle.

The solution thus corresponds to the zeroes of the derivatives of \( E_{M,T} \) with respect to \( \theta, t_x, t_y \).
Let us note \((x\ y)\) the coordinates of a point \(p\) and let us note
\[
\begin{bmatrix}
-x\ y
ox\ y
\end{bmatrix} \quad m_p = \begin{bmatrix}
-y\ x
x\ y
\end{bmatrix} \tag{39}
\]
\[
\begin{bmatrix}
-y\delta_x & x\delta_x 
x\delta_y & y\delta_y
\end{bmatrix} \quad m_{\delta_p} = \begin{bmatrix}
-y\eta_x & x\eta_x 
x\eta_y & y\eta_y
\end{bmatrix} \tag{40}
\]

Let us then define the following matrices:
\[
M^\Gamma_{pp} = \int_\Gamma m_{pp} ds \quad M^\Omega_{pp} = \int_\Omega m_{pp} d\omega \tag{41}
\]
\[
M^\Gamma_p = \int_\Gamma m_p ds \quad M^\Omega_p = \int_\Omega m_p d\omega \tag{42}
\]
\[
M^\Gamma_{\delta_p} = \int_\Gamma m_{\delta_p} ds \quad M^\Omega_{\eta_p} = \int_\Omega m_{\eta_p} d\omega \tag{43}
\]

Let us moreover define the vector
\[
V_\theta = \begin{bmatrix}
\cos\theta 
-\sin\theta
\end{bmatrix} \tag{44}
\]

The translation \(T\) can then be shown to be given as
\[
T = DV_\theta + E \tag{45}
\]

where
\[
D = -K^{-1} \left( \alpha M^\Gamma_p + \beta M^\Omega_p \right) I_c \tag{46}
\]
\[
E = -K^{-1} \left( \alpha (\vec{\eta} - G^\Gamma) + \beta (\vec{\eta} - G^\Omega) \right) \tag{47}
\]
\[
K = \alpha L + \beta S \tag{48}
\]
\[
I_c = \begin{bmatrix}
0 & -1 
1 & 0
\end{bmatrix} \tag{49}
\]
The rotation angle $\theta$ can then be shown to fulfill the following equation

$$-V_\theta^t \left(A - D^tC\right) V_\theta + \left(B + E^tC\right) V_\theta = 0$$

(50)

where

$$A = \alpha_x \Gamma + \alpha_y \Gamma + \beta_x \Omega + \beta_y \Omega$$

$$B = \begin{pmatrix} \alpha_x & \alpha_y \end{pmatrix} \left(M_{bp} - M_{pp}\right) + \begin{pmatrix} \beta_x & \beta_y \end{pmatrix} \left(M_{bp} - M_{pp}\right)$$

$$C = \alpha M_p^p + \beta M_p^\Omega$$

From equation (50), the rotation angle $\theta$ then corresponds to the roots of a second degree polynomial in $\cos \theta$, $\sin \theta$.
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Fig. 1. Example envelope image and velocity field extracted from the sequence acquired at 150 fps (left) and at 98 fps (right). The velocity scale is expressed in cm/s, and common for both acquisitions.

Fig. 2. Steps of the segmentation process in frame 79: from left to right: the envelope image, the initial position of the contour, its position after rigid registration, and the final result of segmentation.

Fig. 3. Illustration of the importance of introducing velocity to registration: results in three frames of translation constrained by the axial velocity field (left) and unconstrained (right). For better viewing, an arrow indicates the location of the mitral valve - septum connexion in each frame. When velocity information is not used (right), registration yields a drift in the axial direction and finally fails to properly follow the cardiac structures (right, frame 71).
Fig. 4. The result of segmentation in eight frames extracted from the sequence, covering the entire heart cycle; frame 149 corresponds to frame 4 in the next cardiac cycle (numbers indicate frame position in the sequence)
Fig. 5. The velocity field estimated from the segmentation. For better viewing, vectors show the displacement between the current frame $f$ and frame $f + 10$, and the images have not been sector reconstructed. The obtained contours of the muscle in frame $f$ (dark gray) and in frame $f + 10$ (light gray) are also shown.
Fig. 6. Tracking of a region of interest throughout the sequence.
Fig. 7. Scheme summarizing the procedure performed by the cardiologist to derive the temporal evolution of mechanical parameters of the tissue in regions of the myocardium. This procedure requires a stage of manual tracking of control points through the cardiac sequence.

Fig. 8. A screen shot from the software dedicated to tracking control points through the cardiac cycle: the control points have to be moved manually by the cardiologist in consecutive frames of the sequence.
Fig. 9. Tracking of a region of interest, in eight frames extracted from the sequence, covering one cardiac cycle.
Fig. 10. Evolution of the axial velocity in the positions of the region of interest obtained with the proposed method (black) and the reference curve provided by the expert cardiologist (gray; due to the different sampling rate of the two data, this last curve has been down-sampled to 98 fps). On top of the figure, positions of cardiac events are approximately indicated: isovolumetric contraction (IC), ejection (E), isovolumetric relaxation (IR), early filling (EF), diastasis (D) and late filling (LF).