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Neural network (very simplified 1/2)

• NN = h, a large function with numerous parameters (weights     )
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Think about a polynomial function …
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Neural network (very simplified 1/2)

• NN = h, a large function with numerous parameters (weights     )

• Input: x, as a vector (matrix)
• Columns: dimension 

• Example: tumors properties (size, genes, etc)

• Example: 128x128 HU values (a CT slice)

• Row: samples

• Output: y as a vector (matrix)
• Example: one value, probability to be maligne/benigne

• Example: 128x128 values, a segmented image

• One row per input sample
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We would like to to predict a value y from observed input x
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Neural network (very simplified 2/2)

• Training a NN = find the values of the parameters 
• Input: a large database with both x and y
• Loss function: a function to estimate the predicting error bw real samples 

from the db and estimated ones from h
• Optimisation: an iterative algorithm to find theta

• Long process, need GPU

• To be performed only once

• The results is h, a set of parameters values

• Can be used with any x, to guess y
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Known y Predicted y
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Find the parameters values

Optimisation = found the min

• Parameters = research space dim

• Loss function = diff x and y

• Iterative, number of epoch

• Direction = loss gradient

• Learning rate = convergence step
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https://playground.tensorflow.org

https://playground.tensorflow.org/
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Summary
• Neural network : large non-linear function, with “neurons”

• Layers: input / parameters / output

• Training process: optimization, loss, backpropagation

• Image specific: convolutional neural network
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