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State of the Art Convolutional Architectures
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Introduction

Machine learning

Input Mapping Answer

Unstructured data
...

- physiological parameters
- Yes/No
- Category
- ...

Michaël Sdika
CREATIS - CNRS

- what it is ?

- tools to solve questions 

- Input can be lots of things: ...

- Output can be lots of things: ...

- dataset of sample (Input, Answer), estimate mapping
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Introduction

Supervized Deep Learning

I How to represent the mapping?
• Deep learning : Neural network

• Which architecture for the network?←−
I How to estimate the network coefficient?

• Loss functions?

• Optimization?

• Generalization?

Michaël Sdika
CREATIS - CNRS
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Introduction

5 classes of architectures adressed in this course

Classification
Net

Class index
Yes/No

Segmentation
Net

Detection
Net

Instance
Segmentation

Net

Registration
Net

Michaël Sdika
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Outline

Outline

Short reminder on MLP and CNN

Architecture for some important applications
Classifiers
Encoder / Decoder architectures
Detection
Instance Segmentation
Image Registration

Extra
What about memory?

Michaël Sdika
CREATIS - CNRS
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Short reminder on MLP and CNN

Deep Neural Network

x fW 1 h1 fW 2 h2 fW 3 . . . hl fW l y

Basic Layers :
I Linear Layers : Fully Connected / Convolution : mixing features
I Activation layers : introducing nonlinearity
I Pooling layers : spatial aggregation, subsampling
I Normalization layers : stabilizing the training

Michaël Sdika
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- NN in its simples form

- succession of layers

- 

- for each layer:

- compute feature by combining all the features of the previous layer
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Short reminder on MLP and CNN

Multi Layer Perceptron

x fW 1 h1 fW 2 h2 fW 3 . . . hl fW l y
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- NN in its simples form

- succession of layers

- 

- for each layer:

- compute feature by combining all the features of the previous layer
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Short reminder on MLP and CNN

Multi Layer Perceptron

x fW 1 h1 fW 2 h2 fW 3 h3 . . .
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- receptive field

- What if input is an image

- W full matrix
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Short reminder on MLP and CNN

CNN

x fW 1 h1 fW 2 h2 fW 3 h3 . . .
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- receptive field

- W conv matrix: sparse, same weight on each line

- keep image structure

- first layer: low level feature (image derivatives, gabor filter)

- last layer: more semantic
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Short reminder on MLP and CNN

Activation functions

x

y

0

1Sigmoid

x

y

0

1tanh

x

y

0

relu

x

y

0

leaky relu

x

y

0

elu
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Short reminder on MLP and CNN

Pooling
H

W

C

H
/
2

W/2

C

Pooling

Michaël Sdika
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- reduce feature size in space

- receptive field: conv 3x3 => conv 6x6
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Short reminder on MLP and CNN

Normalization

I deep network : need to normalize input x such that x N(0,1)

I Z-normalization

I what about features within the network?

Michaël Sdika
CREATIS - CNRS
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Short reminder on MLP and CNN

Batch Normalization

x BatchNorm y = γx̂ + β

with x̂ = x−µ
σ

I µ, σ : mean, std of x over a minibatch
I γ, β : trainable parameters
I Inference : use average µ, σ from training

Ioffe & Szegedy, ICML 2015, Batch normalization : Accelerating deep network training by reducing internal covariate shift

Michaël Sdika
CREATIS - CNRS
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Short reminder on MLP and CNN

Related Normalization

H
×

W

N
C

Batch Norm

small
minibatch

H
×

W

N
C

Layer Norm

small
minibatch

H
×

W

N
C

Instance Norm

remove contrast
style transfer

H
×

W

N
C

Group Norm

Ulyanov et al arxiv 2016, Instance normalization : The missing ingredient for fast stylization
Ba et al, 2016, Layer Normalization

Wu & He 2018, Group Normalization

Michaël Sdika
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Short reminder on MLP and CNN

Squeeze and Excitation

H

W
C

Avg
Pool

compute
channel

"amplitude"

2 Layers
MLP

compute
channel
rescaling
factors

Mult

rescale
input

tensor

Hu et al CVPR 2018, Squeeze-and-excitation networks
Roy et al, MICCAI 2018, Concurrent Spatial and Channel Squeeze & Excitation in Fully Convolutional Networks

Michaël Sdika
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Architecture for some important applications

Outline

Short reminder on MLP and CNN

Architecture for some important applications
Classifiers
Encoder / Decoder architectures
Detection
Instance Segmentation
Image Registration

Extra
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Architecture for some important applications

Le Net

1 32

6 28

16 10

1 12
0

1 84

10

SOFT

LeCun et al., Neural Computation 1989, "Backpropagation Applied to Handwritten Zip Code Recognition"
LeCun et al., 1998, Proceedings of the IEEE, Gradient-based learning applied to document recognition.

Michaël Sdika
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- Y Lecun, Conv NN

- made for MNIST

- describe layers

- variant of Neocognitron (Fukushima 1980) 

- Lecun: train with backprop 

- keeped NN alive until 2012 
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Architecture for some important applications

Image Net

Michaël Sdika
CREATIS - CNRS

- 15 M images

- 20k categories / 1k categories plus grossieres in the challenge 

- much much more than other datasets

- challenges 

- most CV network pretrained of this dataset
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Architecture for some important applications

Image Net

Michaël Sdika
CREATIS - CNRS
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Architecture for some important applications

Alex Net

3 22
4

96 55
256 27

384 13 384 13 256 13

140
96 140

96
10
00

SOFT

Krizhevsky etal. ImageNet classification with deep convolutional neural networks

Michaël Sdika
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- more depth/feature

- train of GPU

- relu: easier opti, vanishing gradient

- data augmentation / dropout

- Result of this net in Imagenet => deep learning revolution
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Architecture for some important applications

Image Net

Michaël Sdika
CREATIS - CNRS
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Architecture for some important applications

VGG
Deeper network

3x3 convolutions

6464

22
4

224

conv1

128 128

11
2

conv2

256 256 256

56

conv3

512 512 512

28

conv4

512 512 512

14

conv5

1

40
96

fc6

1

40
96

fc7

1

fc8+softmax

K

Simonyan & Zisserman, ICLR 2015, Very Deep Convolutional Networks for Large-Scale Image Recognition

Michaël Sdika
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Architecture for some important applications

Image Net

Michaël Sdika
CREATIS - CNRS
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Architecture for some important applications

Inception Block
Input

Conv 1x1 Conv 3x3 Conv 5x5 MaxPool 3x3

Concatenation

Output

Szegedy et al, CVPR 2015, Going Deeper With Convolutions

Michaël Sdika
CREATIS - CNRS

- conv: which kernel

- multikernel size in // 

- max pool without subsampling
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Architecture for some important applications

Inception Block Input

Conv 1x1

ReLU

Conv 1x1

ReLU

Conv 3x3

ReLU

Conv 1x1

ReLU

Conv 5x5

ReLU

MaxPool 3x3

Conv 1x1

ReLU

Concatenation

Output

Szegedy et al, CVPR 2015, Going Deeper With Convolutions

Michaël Sdika
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- compression with conv 1x1

- conv 5x5 with 2 conv 3x3 

- conv 5x5 with 2 conv 3x3

- separable convolutions 
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Architecture for some important applications

1x1 Convolution
H

W

C1

H

W

C2

H

W

C1

H

W

C2

3x3 convolution
receptive field

1x1 convolution
receptive field

Michaël Sdika
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- for each pixel 

- mix feature in the channel dimension only

- dimension reduction

- learn pixelwize projection in lower dim space
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Architecture for some important applications

GoogLe Net

inception
blocks

auxiliary
branch/losses

Average
pooling

Szegedy et al, CVPR 2015, Going Deeper With Convolutions

Michaël Sdika
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- blue : conv

- green : norm or concat

- red : maxpool

- last red : avgpool

- yellow : softmax
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Architecture for some important applications

Image Net

Michaël Sdika
CREATIS - CNRS
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Architecture for some important applications

Going Deeper??

He et al, CVPR 2016, Deep Residual Learning for Image Recognition

Michaël Sdika
CREATIS - CNRS

- At this time: deeper is better

- hovewer, when training plain CNN: deeper worse at some point

- worse on test: maybe overfitting / generalization 

- worse on train: problem is from opti 

- very deep net not train correctly

- more param, more operation, more complexity

- should overfitting, error should be lower
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Architecture for some important applications

Residual Block

observation :
I more layers⇒ higher train errors
I Problem is training

Architecture easier to train

Vanishing gradient

x

F(x)

Addition

out = x + F(x)

He etal, CVPR 2016, Deep Residual Learning for Image Recognition.

Michaël Sdika
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- resblock: skip connection 

- why resblock easier

- allow gradient to flow black directly
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Architecture for some important applications

Residual Block

Regular
Residual

Block

Input 256

Conv3x3 -> 256

BatchNorm

ReLU

Conv3x3 -> 256

BatchNorm

Addition

ReLU

Output

Bottleneck

Input 256

Conv1x1 -> 64

BatchNorm

ReLU

Conv3x3 -> 64

BatchNorm

ReLU

Conv1x1 -> 256

BatchNorm

Addition

ReLU

Output

He et al, CVPR 2016, Deep Residual Learning for Image Recognition

Michaël Sdika
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- BN after each conv

- bottleneck allow to go even deeper

- bottleneck: reduce feature size, conv, grow back
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Architecture for some important applications

Res Net

He et al, CVPR 2016, Deep Residual Learning for Image Recognition

Michaël Sdika
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- describe 

- grad can flow by skip connection only 
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Architecture for some important applications

Image Net

Michaël Sdika
CREATIS - CNRS
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Architecture for some important applications

Dense Block

x0 H1 x1 H2 x2 H3 x3 H4 x4 . . .

Res block :
xl = xl−1 + Hl(xl−1)

Dense block :
xl = Hl ([x0, x1, . . . , xl−1])

x0 x1

x0

x2

x1

x0

Gao, et al. CVPR 2017, Densenet : densely connected convolutional networks

Michaël Sdika
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- this slide describes a block not a network 

- use small size for xk (16) 

- use 1x1 conv to compress the input of Hk
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Architecture for some important applications

Dense Block

x0 H1 x1 H2 x2 H3 x3 H4 x4 . . .

Res block :
xl = xl−1 + Hl(xl−1)

Dense block :
xl = Hl ([x0, x1, . . . , xl−1])

x0 x1

x0

x2

x1

x0

Gao, et al. CVPR 2017, Densenet : densely connected convolutional networks
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- this slide describes a block not a network 

- use small size for xk (16) 

- use 1x1 conv to compress the input of Hk
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Architecture for some important applications

Dense Block

x0 H1 x1 H2 x2 H3 x3 H4 x4 . . .

Res block :
xl = xl−1 + Hl(xl−1)

Dense block :
xl = Hl ([x0, x1, . . . , xl−1])

x0

x1

x0

x2

x1

x0

Gao, et al. CVPR 2017, Densenet : densely connected convolutional networks
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- this slide describes a block not a network 

- use small size for xk (16) 

- use 1x1 conv to compress the input of Hk
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Architecture for some important applications

Dense Block

x0 H1 x1 H2 x2 H3 x3 H4 x4 . . .

Res block :
xl = xl−1 + Hl(xl−1)

Dense block :
xl = Hl ([x0, x1, . . . , xl−1])

x0 x1

x0

x2

x1

x0

Gao, et al. CVPR 2017, Densenet : densely connected convolutional networks
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- this slide describes a block not a network 

- use small size for xk (16) 

- use 1x1 conv to compress the input of Hk
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Architecture for some important applications

Dense Block

x0 H1 x1 H2 x2 H3 x3 H4 x4 . . .

Res block :
xl = xl−1 + Hl(xl−1)

Dense block :
xl = Hl ([x0, x1, . . . , xl−1])

x0 x1

x0

x2

x1

x0

Gao, et al. CVPR 2017, Densenet : densely connected convolutional networks
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- this slide describes a block not a network 

- use small size for xk (16) 

- use 1x1 conv to compress the input of Hk
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Architecture for some important applications

Dense Net

Dense
Block

Pool
Dense
Block

Pool . . .

Gao, et al. CVPR 2017, Densenet : densely connected convolutional networks

Michaël Sdika
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Architecture for some important applications

Mobile Net V1 : depthwize conv

3x3 conv
BN+relu

3x3
depthwise conv

BN+relu
1x1 conv
BN+relu

H
W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C
L. Sifre. Rigid-motion scattering for image classification. PhD thesis, Ph. D. thesis, 2014. 1, 3

Howard et al, arxiv 2017, MobileNets : Efficient Convolutional Neural Networks for Mobile Vision Applications

Michaël Sdika
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- Goal: fast / efficient, use for mobile devices 

- top: std conv 

- bottom: conv in mobile net 

- factorize convolution : spatial filtering + feature combining 

- nb channel constant in spatial filtering + change in feature conbining 

- std cost: 3*3*ni*no

- mobile net cost: 3*3*ni + ni*no

- cost divided by 3x3 = 9 in 2D

- DESIGNED TO BE FAST AT INFERENCE ON CPU
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Architecture for some important applications

Mobile Net V1 : depthwize conv

More layers : more nonlinearity
less FLOPS, less parameters
slower than conv3x3 on modern GPU!

3x3 conv
BN+relu

3x3
depthwise conv

BN+relu
1x1 conv
BN+relu

H
W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C

H

W

C
L. Sifre. Rigid-motion scattering for image classification. PhD thesis, Ph. D. thesis, 2014. 1, 3

Howard et al, arxiv 2017, MobileNets : Efficient Convolutional Neural Networks for Mobile Vision Applications

Michaël Sdika
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- Goal: fast / efficient, use for mobile devices 

- top: std conv 

- bottom: conv in mobile net 

- factorize convolution : spatial filtering + feature combining 

- nb channel constant in spatial filtering + change in feature conbining 

- std cost: 3*3*ni*no

- mobile net cost: 3*3*ni + ni*no

- cost divided by 3x3 = 9 in 2D

- DESIGNED TO BE FAST AT INFERENCE ON CPU
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Architecture for some important applications

Mobile Net V2 : inverted bottleneck

Bottleneck

ResNet

Input 256

Conv1x1 -> 64

ReLU

Conv3x3 -> 64

ReLU

Conv1x1 -> 256

Addition

ReLU

Output

Linear
Inverted

Bottleneck

MobileNet v2

Input 64

Conv1x1 -> 256

ReLU

Depthwise Conv3x3 -> 256

ReLU

Conv1x1 -> 64

Addition

ReLU

Output

Sandler et al, CVPR 2018, MobileNetV2 : Inverted Residuals and Linear Bottlenecks

Michaël Sdika
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- channel mixing before

- in higher dim, depthwise conv sufficient

- allow to use less nb of channel in general in the net
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Architecture for some important applications

Efficient Net : compound scaling of networks

Tan and Le. PMLR 2019, Efficientnet : Rethinking model scaling for convolutional neural networks

Michaël Sdika
CREATIS - CNRS

- VGG17 VGG19,... ResNet18, ResNet34, nb layer 



- depth, nb filter, input size

- hyperparm opti 
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Architecture for some important applications

Efficient Net : compound scaling of networks

I depth, width, resolution for B1
• d1 = αd0
• w1 = βw0
• r1 = γr0

I grid search for α, β, γ
I Bk : αk , βk , γk

Efficient Net v2 :
architecture grid search fo B0

Tan and Le. PMLR 2019, Efficientnet : Rethinking model scaling for convolutional neural networks
Tan and Le. ICML 2021, EfficientNetV2 : Smaller Models and Faster Training

Michaël Sdika
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- Eff Net B0: 18 layers, MBConv, fused linear inverted bottleneck 

- alpha, beta gamma
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Architecture for some important applications

Efficient Net

Tan and Le. PMLR 2019, Efficientnet : Rethinking model scaling for convolutional neural networks

Michaël Sdika
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- left SOTA

- right: compare depth scale / width scale / res scale / compound scale
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Architecture for some important applications

ConvNext

Liu etal, CVPR 2022, A ConvNet for the 2020s

Michaël Sdika
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- Transformer => outperform SOTA

- comparison on ImageNet, re-use orig code, pretrain model

- not fair for all micro improvment made since orig paper

- 

- ConvNext: start from a ResNet

- investigate all micro improvment used in literature (including transfo)

- train with up to date optimizer, data augmentation, ....

- 

- bubble size=FLOPS

- 

- EFFICIENTNET V2 have similar performance as ConvNext
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Architecture for some important applications

Outline

Short reminder on MLP and CNN

Architecture for some important applications
Classifiers
Encoder / Decoder architectures
Detection
Instance Segmentation
Image Registration

Extra

Michaël Sdika
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Architecture for some important applications

Encoder/Decoder architecture

Net

Image Segmentation
Net

Image Synthesis, Domain adaptation

Net

Denoising

Michaël Sdika
CREATIS - CNRS
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Architecture for some important applications

Upsampling Layer

Upsample Layer

ci wxh

co (2
w)x(

2h
)

I deconv
• transpose of strided conv matrix
• learn the upsampling coefficient

I unpool :
• upsample on maxpool indices

I interpolation
• bi/tri linear
• no chessboard artifact

distill.pub/2016/deconv-checkerboard

Michaël Sdika
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Architecture for some important applications

Fully Convolutional Network : FC as convolution

3x3 conv

5x5 conv

Michaël Sdika
CREATIS - CNRS

first contrib: replace FC by conv

train on patch

net can be used on any larger images
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Architecture for some important applications

Fully Convolutional Network : FC as convolution

I use kernels that cover their entire input regions

Long et al., CVPR 2015, Fully convolutional networks for semantic segmentation

Michaël Sdika
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first contrib: replace FC by conv

train on patch

net can be used on any larger images
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Architecture for some important applications

Fully Convolutional Network

6464

I

conv1

64 64

I/
2

conv2

256 256 256

I/
4

conv3

512 512 512

I/
8

conv4

512 512 512

I/
16

conv5

4096 4096

fc to conv

K
I/
32

fc8 to conv

K

Deconv

K

I

softmax

I deconv layer + pixelwize cross entropy

Long et al., CVPR 2015, Fully convolutional networks for semantic segmentation

Michaël Sdika
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second contrib: upsample, and pixelwize training
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Architecture for some important applications

Fully Convolutional Network

6464

I

conv1

64 64

I/
2

conv2

256 256 256

I/
4

conv3

512 512 512

I/
8

conv4

512 512 512

I/
16

conv5

4096 4096

fc to conv

K
I/
32

fc8 to
conv K

I/
16

K

I/
16

+

K

I/
8

K

I/
8

+

K K

I

softmax

I progressive upsampling + reuse fine scale features

Long et al., CVPR 2015, Fully convolutional networks for semantic segmentation

Michaël Sdika
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third contrib: reuse fine scale features
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Architecture for some important applications

Unet

6464

I

128 128

I/2

256 256

I/4

512 512

I/8

1024 1024

I/16

512

I/8

||

512 512

I/8

256

I/4

||

256 256

I/4
128

I/2

||

128 128

I/2

64

I

||

64 64

I

I

Softmax

conv1x1 loss

conv1x1 loss

conv1x1 loss

conv1x1 loss

Ronneberger et al, MICCAI 2015. U-net : Convolutional networks for biomedical image segmentation

Michaël Sdika
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- describe archi

- two advantage of this archi

- - benefit of skip connection for training

- - systematic reuse fine scale features
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Architecture for some important applications

Unet

6464

I

128 128

I/2

256 256

I/4

512 512

I/8

1024 1024

I/16

512

I/8

||

512 512

I/8

256

I/4

||

256 256

I/4
128

I/2

||

128 128

I/2

64

I

||

64 64

I

I

Softmax conv1x1 loss

conv1x1 loss

conv1x1 loss

conv1x1 loss

Ronneberger et al, MICCAI 2015. U-net : Convolutional networks for biomedical image segmentation

Michaël Sdika
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- describe archi

- two advantage of this archi

- - benefit of skip connection for training

- - systematic reuse fine scale features
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Architecture for some important applications

Encoder / Decoder

Encoder zInput Decoder Output

Tiramisu Net :
∗ conv→ dense block

Unet+ / Unet++ :
∗ add skip connection across scale

Eff-UNet :
∗ Encoder is efficient net
∗ standard unet Decoder

Jegou et al, CVPR 2017, The One Hundred Layers Tiramisu : Fully Convolutional DenseNets for Semantic Segmentation

Baheti et al, CVPR 2020, Eff-UNet : A Novel Architecture for Semantic Segmentation in Unstructured Environment

Michaël Sdika
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- similarities with AE (cf later in the week) + describe AE

- difference, skip connection

- unet encoder = CNN

- replace with other architectures ...
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Architecture for some important applications

nn-Unet : self configuration

Isensee, et al. Nature 2021, nnU-Net : a self-configuring method for deep learning-based biomedical image segmentation

Michaël Sdika
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- data fingerprint: Image size, Image Spacing, Modalities, Number of classes,... 

- - Image size, Spacing 

- - Modalities, Number of classes,... 

- learning parameters split in 3 groups

- 

- BLUEPRINT: FIXED: lr, optimizer, data augmentation, loss

- - archi template, optimizer, data augmentation, loss

- - archi template: 2D unet, 3D unet, cascasce 3D (net on whole low res image + patch on high res), kernel size 3x3

- 

- NEXT
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Architecture for some important applications

nn-Unet : self configuration

Isensee, et al. Nature 2021, nnU-Net : a self-configuring method for deep learning-based biomedical image segmentation

Michaël Sdika
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- RULES BASED SETTING: parameters set from fingerprint

- -

- - Intensity Normalization : CT rescale absolute value, Z-score otherwize 

- -

- - Resampling to same resolution: used fingerprint to set target spacing

- -

- - Architecture Topology: use median image size / target spacing

- - - nb downsampling: until the feature map is 4 voxels 

- - - High res axes downsampled separately until resolution match low res axis.

- 

- NEXT
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Architecture for some important applications

nn-Unet : self configuration

Isensee, et al. Nature 2021, nnU-Net : a self-configuring method for deep learning-based biomedical image segmentation

Michaël Sdika
CREATIS - CNRS

- EMPIRICAL: problem specific



- results: best or among the best on 53 challenges
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Architecture for some important applications
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Architecture for some important applications

Object Detection

Net

Michaël Sdika
CREATIS - CNRS
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Architecture for some important applications

R-CNN

I regions extractor (non deep)
I for each region → very slow

• deep feature
• classif + box regression

Girshick, et al. CVPR 2015, Rich feature hierarchies for accurate object detection and semantic segmentation

Michaël Sdika
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- non deep region extractor

- for each region: warp + CNN

- SVM classif + bbox regression

- deep as feature extraction only

- pb: "for each" is very slow



52/77

Architecture for some important applications

R-CNN

Girshick, et al. CVPR 2015, Rich feature hierarchies for accurate object detection and semantic segmentation
(credit : jhui.github.io/2017/03/15/Fast-R-CNN-and-Faster-R-CNN)

Michaël Sdika
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- same network seen differently

- for each proposed region: 

- run deep net to extract feature 

- SVM classify + regression



- going multiple time on different region of the same image
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Architecture for some important applications

Fast RCNN

I all the feature computed at once

Girshick, ICCV 2015, Fast r-cnn
(credit : jhui.github.io/2017/03/15/Fast-R-CNN-and-Faster-R-CNN)

Michaël Sdika
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- region proposal: same: external



- pass the full image in a single CNN: no loop, faster



- ROI pooling: HxW ROI -> maxpool -> fixed 7x7



- then, for each region, shallow classif+reg 
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Architecture for some important applications

Faster RCNN

I DEEP region proposal network :
for each position in the feature map, output
• k proba : object vs non object
• k offset for bounding box proba

, Shaoqing, et al. INIPS 2015. Faster r-cnn : Towards real-time object detection with region proposal networks
(credit : jhui.github.io/2017/03/15/Fast-R-CNN-and-Faster-R-CNN)

Michaël Sdika
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- more speedup

- deep also for region proposal: reg prop network RPN

- RPN: 

- RPN: 
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Architecture for some important applications

YOLO (You Only Look Once)

I yolo V1 : CNN→ pb with small object
I yolo V2, V3 : Unet

Redmon et al, CVPR 2016, You Only Look Once : Unified, Real-Time Object Detection
Redmon, YOLOv3 : An Incremental Improvement

Michaël Sdika
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- so far: network for RPN + feature extraction

- yolo: single network does everything

- multitask learning



- output for each cell: box + objectness + which class
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Architecture for some important applications

YOLO (You Only Look Once)

Bochkovskiy et al, arxiv 2020, Yolov4 : Optimal speed and accuracy of object detection

Michaël Sdika
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- how is it done in practice (ex: yolo v4)

- unet 



- a each stage of the decoder: 

- auxiliary loss for region proposal 

- (allow better detect of region of different size) 



- for each box 

- ROI-pooling of unet features

- classif
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Architecture for some important applications
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Architecture for some important applications

Instance Segmentation

Segmentation
Net

Instance
Segmentation

Net

Michaël Sdika
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- detect and segment each cell with a different label

- no semantic in labels (different brain strutures )

- 

- in computer vision detect segment each person

- label "person" (not the name) 



59/77

Architecture for some important applications

Mask R-CNN

He, Kaiming, et al, ICCV 2017, Mask r-cnn
https ://alittlepain833.medium.com/simple-understanding-of-mask-rcnn-134b5b330e95

Michaël Sdika
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- Meta Algorithm: detection Net + resample + segmentNet

- => architure is a detector followed by segmentation



- ROI Align: remove harsh quantization of roipool

- ROI Align: properly align extracted feature with input image



- Meta Algo: can use a FPN backbone (unet like)

- multi scale reg detection



- segmentation: multiple sigmoid and not softmax

- => masks do not compete => improvement (overlapping boxes)
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Architecture for some important applications

Yolact

Bolya et al, ICCV 2019, YOLACT, Real-time Instance Segmentation
Bolya et al, IEEE PAMI 2019, YOLACT++, Better Real-time Instance Segmentation

Michaël Sdika
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- yolact: faster than mask rcnn

- yolact ++: journal version, improoed results

- pas de roi align, sortie direct du unet

- seg et region proposal can be done in parrallele

- unet: extract feature for seg and region prop



- final mask = linear combination of k maps



- protonet: generate the k maps

- protonet: upsample followed by conv: upsample x4 to recover input resol



- Region proposal: each stage of the unet: 

- box: regression on the 4 values * $a$ anchors ($a$ potential box per node)

- classif: BCE, c class, c value 

- mask, one vector of k coefficient 
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Architecture for some important applications

Outline
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Architecture for some important applications

Motion/Registration

Net T

Image

registration

Michaël Sdika
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- given 2 img, find transform that.. 

- 

- replace brain images in a reference template before group study

- estimate respiratory motion for treatment planning in radiotherapy

- detect abnormality in cardiac motion 
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Architecture for some important applications

Warping Layer

Warping

T (x) = Ax + b

Warping

Michaël Sdika
CREATIS - CNRS

- just acknowledge that warping is a differentiable operation 

- just acknowledge that warping is a differentiable operation 

- 

- replace brain images in a reference template before group study

- estimate respiratory motion for treatment planning in radiotherapy

- detect abnormality in cardiac motion 
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Architecture for some important applications

Spatial Transformer Networks

Localisation
Net T

Warping Net

Jaderberg et al, NIPS 2015, Spatial Transformer Networks

Michaël Sdika
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- global replace / reorient img before classif/seg

- focuse attention of the network on a specific part of object

- multiple STN -> multiple attention

- improve classif

- Now: more sophisticated attention mecanism, cf transformers
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Architecture for some important applications

Spatial Transformer Networks

Jaderberg et al, NIPS 2015, Spatial Transformer Networks

Michaël Sdika
CREATIS - CNRS

- ex of archi with 2 attentions

- bird classif, automatically focus on head and body

- transform model here: translation only, fixed size

- more flexible transform model possible (deformable)
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Architecture for some important applications

Image registration with deep learning

Registration
Net

If
Im

T Warping ImoT

Loss

Michaël Sdika
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Architecture for some important applications

Unsupervized learning, VoxelMorph

I registration loss : no reference warp needed

I T (x) = Exp(v ) : diffeomorphic←− scaling and squaring layers

Balakrishnan et al. IEEE TMI 2019, VoxelMorph : a learning framework for deformable medical image registration
Dalca et al, MICCAI 2018, Unsupervised learning for fast probabilistic diffeomorphic registration

Michaël Sdika
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- "VAE like" regularization: output mean and var + sample 

- integrate the equation $T = Exp(v)$ within the network. 
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Architecture for some important applications

Unsupervized learning, VoxelMorph

I registration loss : no reference warp needed
I T (x) = Exp(v ) : diffeomorphic←− scaling and squaring layers

Balakrishnan et al. IEEE TMI 2019, VoxelMorph : a learning framework for deformable medical image registration
Dalca et al, MICCAI 2018, Unsupervised learning for fast probabilistic diffeomorphic registration
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- "VAE like" regularization: output mean and var + sample 

- integrate the equation $T = Exp(v)$ within the network. 
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Architecture for some important applications

Coarse to fine registration

If
Im

Reg
Net1

T1

Coarse
transform

Warp If
ImoT1

Reg
Net2

T2

Finer
transform

Warp If
ImoT2

...

Bob D. de Vos et al, MEDIA 2019, A Deep Learning Framework for Unsupervised Affine and Deformable Image Registration

Michaël Sdika
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- cascade of networks 

- orig paper: conv net for each scale 

- current papers: unet with growing decoder branch

- using fine scale feature as in unet
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Extra

Outline

Short reminder on MLP and CNN

Architecture for some important applications

Extra
What about memory?
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Extra

What about memory?

Michaël Sdika
CREATIS - CNRS

- happen less and less with new GPU

- why in the course on architecture: archi trick
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Extra

Where is the memory?

x f 1
w1 h1 f 2

w2 h2 f 3
w3 h3 f 4

w4
y

∂f 4

∂w4
(h3,w4)

∂f 4

∂h3
(h3,w4)∂f 3

∂w3
(h2,w3)

∂f 3

∂h2
(h2,w3)∂f 2

∂w2
(h1,w2)

∂f 2

∂h1
(h1,w2)∂f 1

∂w1
(x ,w1)

∂f 1

∂x (x ,w1)

Michaël Sdika
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- not number of param

- nb of features: input size, nb channel, nb of layers
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Extra

First Trick

Reduce the batch size ! ! !

Michaël Sdika
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Extra

Second Trick : Checkpointing

x f 1
w1 h1 f 2

w2 h2 f 3
w3 h3 f 4

w4 h4 f 5
w5 h5

store in forward store in forward

recompute h in backprop

do no store hl in forward

recompute hl in backprop

Michaël Sdika
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- store feature after compute intensize layer

- recompute fast layers: activation, layernorm, ...

- ! cannot use for stocastic layer (dropout), 

- NEXT REV NET : recompute everything from output 
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Extra

Third Trick : Revertible Networks

x f 1
w1 h1 f 2

w2 h2 f 3
w3 h3 f 4

w4 h4 f 5
w5 h5

store in forward store in forward

recompute h in backprop

do no store hl in forward

recompute hl in backprop
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- store feature after compute intensize layer

- recompute fast layers: activation, layernorm, ...

- ! cannot use for stocastic layer (dropout), 

- NEXT REV NET : recompute everything from output 
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Extra

Third options : Revertible Networks

y1 = x1 + F (x2)
y2 = x2 + G(y1)

x2 = y2 −G(y1)
x1 = y1 − F (x2)

x1

x2

F G

+ y1

+

y1

y2

x1

x2

F G

+

y2 +

y1

y2

Gomez et al, Neurips 2017, The reversible residual network : Backpropagation without storing activations
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- brugger: each stage in unet: sequence of revertible block

- normalizing flow: transform a simple distrib in a complex one (generative model)

- - need invertibility

- - IF QUESTION NF

- - data X : x = T (u) 

- - u simple distrib (gaussian)

- - pX(x) = pU(u) |det T{-1}' (u)|
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Conclusion



76/77

Conclusion

Take home message

Do not start your new network from scratch !

Michaël Sdika
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Thank you ! !
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Conclusion

Efficient Net : compound scaling of networks

res=
(224x224)

×γφ

. . .

pool

nb blocks = L1

αφ

feat. size = C1

βφ

. . .

pool

L2

αφ

C2

βφ

. . .

pool

L3

αφ

C3

βφ

. . .

I base network EffNet1, (φ = 1)
I find α, β, γ :

• φ = 1
• optimize accuracy/flops s.t.
αβ2γ2 ≈ 2

I More Capacity : change φ : EffNetφ
I flops = flops1 × (αβ2γ2)φ

Tan and Le. PMLR 2019, Efficientnet : Rethinking model scaling for convolutional neural networks

Michaël Sdika
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- VGG17 VGG19,... ResNet18, ResNet34, nb layer 



- depth, nb filter, input size

- hyperparm opti 

- describe EffNet1:light blocks (MobileNet V2) 

- NEXT
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Conclusion

Efficient Net : compound scaling of networks

res=
(224x224) ×γφ

. . .

pool

nb blocks = L1αφ

feat. size = C1βφ

. . .

pool

L2αφ

C2βφ

. . .

pool

L3αφ

C3βφ

. . .

I base network EffNet1, (φ = 1)
I find α, β, γ :

• φ = 1
• optimize accuracy/flops s.t.
αβ2γ2 ≈ 2

I More Capacity : change φ : EffNetφ
I flops = flops1 × (αβ2γ2)φ

Tan and Le. PMLR 2019, Efficientnet : Rethinking model scaling for convolutional neural networks
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- describe EffNet$_phi $, alpha, beta gamma

- item bottom 

- Eff Net B0: 18 layers, MBConv, fused linear inverted bottleneck 
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