ABSTRACT

In this paper, we propose a mean-shift formulation allowing spatiotemporal clustering of video streams, and possibly extensible to other multivariate evolving data. Our formulation enables causal or omniscient filtering of spatiotemporal data, which is robust to total object occlusions. It embeds a new clustering algorithm within the filtering procedure that will group samples and reduce their number over the iterations. Based on our formulation, we express similar approaches and assess their robustness on real video sequences.

Index Terms— Unsupervised spatiotemporal filtering, Mean-shift, Video clustering, Total object occlusion

1. INTRODUCTION

The mean-shift (M-S) technique, originally proposed by [1] is widely used in the context of image filtering, image segmentation [2] and tracking [3, 4]. When applied to video streams these methods are only able to process data frame by frame, which leads to a lack of temporal coherence between the filtered results.

As far as we know [5] were first to briefly describe how to extend the mean-shift framework to the space-time domain in order to filter video sequences. Nowadays, spatiotemporal filtering techniques can be divided in two types of approaches. Causal techniques only use the past information while omniscient techniques use both past and future information to process data. Causal approaches using mean-shift mode propagation between two consecutive frames have been proposed by [6, 7]. In [7] the method achieves near real-time performance. However, these two methods are not robust to total data occlusion as they only take into account the past frame. Once the modes stop to propagate due to the discontinuity introduced by the occlusion, they cannot be linked to the same data reappearing after the occlusion. In contrast, omniscient techniques consider data as spatiotemporal stacks [8] or as time series [9]. Isotropic extension of standard mean-shift filtering algorithm to spatiotemporal mean-shift has been proposed by [10], with the temporal dimension processed separately from the spatial components. Anisotropic kernel mean-shift was proposed by [11], considering time as a third spatial dimension. The kernels are locally rescaled along the stretch directions in the spatiotemporal stack through an eigenvalues analysis. This has the advantage to adapt kernel orientations to the different structure shapes in the spatiotemporal volume, and to be more robust to initial scale parameters selection. However, robustness to object occlusions is not discussed with this technique.

Later on, in [12] a segmentation method based on hierarchical graph analysis showed better spatiotemporal coherence than mean-shift ones applied to video segmentation but it did not deal with object occlusions. In [9], the approach is only omniscient and can not deal easily with moving objects.

A new spatiotemporal mean-shift formulation that unifies causal and omniscient techniques by a simple adjustment of two temporal scale parameters is introduced in section 2. The proposed clustering algorithm, which merges the samples during the spatiotemporal mean-shift procedure and groups the similar clusters after convergence is detailed in section 3. Results obtained on occluded real video sequence and a qualitative evaluation of the spatiotemporal mean-shift clustering with a real video sequence are presented in section 4.

2. SPATIOTEMPORAL MEAN-SHIFT

In this section, we describe our first contribution: a spatiotemporal filtering approach based on the M-S framework, which can deal with total data occlusion. It can embed within a single formulation causal [6, 7] as well as omniscient [10, 9] techniques.

Let us now consider a set of \( n \) samples located at the positions \( \{ x_{i,t} \}_{i=1,...,n} \), a set of feature values \( \{ x_{i} \}_{i=1,...,n} \) and a set of scalar values \( \{ t_{i} \}_{i=1,...,n} \) representing time. The sizes of the spatial and the range dimensions are noted \( S \) and \( R \), respectively. The input data set \( X = \{ x_{i} \}_{i=1,...,n} \) is defined as
The temporal weighting function is described as follows:

\[ x_i = \begin{bmatrix} x_{i,1} \, x_{i,2} \, x_{i,3} \end{bmatrix} \quad \text{with} \quad x_{i,t} \in \mathbb{R}^S, x_{i,R} \in \mathbb{R}^R, x_{i,t} \in \mathbb{R} \]  

\[ i = 1, \ldots, n: \text{samples} \]  

(1)

Considering these notations, we propose the following equation to iteratively compute the spatiotemporal M-S filtering of each sample \( x_i^{[k+1]} \):

\[ x_i^{[k+1]} = \frac{\sum_{j=1}^n S_{i,j}(\cdot) \cdot R_{i,j}(\cdot) \cdot T_{i,j}(\cdot) \cdot x_j^{[k]}}{\sum_{j=1}^n S_{i,j}(\cdot) \cdot R_{i,j}(\cdot) \cdot T_{i,j}(\cdot)} \]  

(2)

where \( S_{i,j}(\cdot), R_{i,j}(\cdot) \) and \( T_{i,j}(\cdot) \) are respectively the weighted distances of the spatial, range and temporal domains between a sample of interest \( x_i \) and another sample \( x_j \). The Mahalanobis distances are computed on the spatial and the range domains of two samples \( u \) and \( v \) as:

\[ d_s(u, v) = (u - v)^T \cdot H_s \cdot (u - v) \]  

(3)

\[ d_r(u, v) = (u - v)^T \cdot H_r \cdot (u - v) \]  

(4)

\[ d_t(u, v) = (u - v)^T \cdot H_t \cdot (u - v) \]  

(5)

In these equations, \( d_s(u, v, H_s) \) and \( d_r(u, v, H_r) \) are the Mahalanobis distances computed on the spatial and the range domains of two samples \( u \) and \( v \), and \( H_s \) and \( H_r \) are respectively the spatial and the range bandwidth matrices of sizes \( S \times S \) and \( R \times R \). The Mahalanobis distance is defined by:

\[ d(u, v, H) = ((u - v)^T \cdot H^{-1} \cdot (u - v))^{1/2} \]  

(6)

with \( H \) the bandwidth matrix, squared and positive definite.

In the temporal domain, the difference between a sample of interest \( u \) and a candidate sample \( v \) is computed to take in consideration their temporal order:

\[ \varepsilon_t(u, v) = (v_t - u_t) \]  

(7)

Then the weights associated to each sample in the spatiotemporal M-S computation will be equal to the combination of the weighted spatial, range and temporal distances. In this work, we use the same profile function \( g_s \) to weight both the spatial and the range distances:

\[ g_s(d_s^2(\cdot)) = g_r(d_r^2(\cdot)) = \begin{cases} 1 & \text{if } d_s^2(\cdot), d_r^2(\cdot) \leq 1 \\ 0 & \text{otherwise} \end{cases} \]  

(8)

The temporal weighting function is described as follows:

\[ G_t(\varepsilon_t(\cdot)) = \begin{cases} 1 & \text{if } h_t^{-} \leq \varepsilon_t(\cdot) \leq h_t^{+} \\ 0 & \text{otherwise} \end{cases} \]  

(9)

This way setting \( h_t^{-} = 0 \) performs causal filtering while setting \( h_t^{-} = -\infty, h_t^{+} = +\infty \) performs omniscient filtering.

Nevertheless, one can tune \( h_t^{-} \) and \( h_t^{+} \) in order to adjust the quantity of past and future information to consider, with potentially different ratios.

The proposed formulation of the spatiotemporal M-S filtering given in (2) is a blurring iterative process [1], which ensures convergence in our context [13, 14]. The approach proposed in [6] is a non-blurring M-S.

### 3. PROPOSED CLUSTERING APPROACH

Data clustering has been developed in two main steps. First step: the clustering algorithm is embedded in the spatiotemporal M-S convergence, which allows us to group samples while they converge and therefore accelerates the procedure over the iterations.

Second step: after projecting the filtered range values in the initial space-time domain, adjacent regions are merged if they show great range and time similarities regarding the scale parameters.

#### 3.1. Coupling clustering and spatiotemporal mean-shift

The first clustering step is based on one assumption: if two samples are close enough in feature space they will converge to the same density maximum. The samples which match this criteria regarding their spatial, range and temporal deviations from each other will be subsequently replaced by their barycenter. Therefore, the number of samples used in the M-S procedure will be reduced together with the computation time. Moreover, a weight is stored for each sample so that each time two samples will be merged their weights are added. Consequently, a sample being the barycenter of ten samples will have ten times more impact than a sample alone. The spatiotemporal M-S filtering of the samples is now defined as:

\[ x_i^{[k+1]} = \frac{\sum_{j=1}^n S_{i,j}(\cdot) \cdot R_{i,j}(\cdot) \cdot T_{i,j}(\cdot) \cdot u_j^{[k]} \cdot x_j^{[k]}}{\sum_{j=1}^n S_{i,j}(\cdot) \cdot R_{i,j}(\cdot) \cdot T_{i,j}(\cdot) \cdot w_j^{[k]}} \]  

(10)

where \( \{w_j^{[k]}\}_{j=1}^{n} \) are the sample weights and \( n \) is the number of samples at the k-th iteration of the procedure.

Our M-S clustering implementation is detailed in Algorithm 1. The selection of the samples \( x_i \) that can be merged (line:8) is performed using small scale parameters (with respect to the spatial, the range and the temporal scale parameters) and the merging step (line:11) corresponds to their barycenter computation.

#### 3.2. Final merging step

After running M-S, it is common to see samples belonging to homogeneous regions converging towards different density
maximums. This happens when the spatial scale used is too low compared to the sizes of these regions. To overcome this problem we propose the merging algorithm detailed in Algorithm 2: the clusters which inter-class range distances \( d_i^r \) are inferior to one, after convergence, are candidates for merging. The assumption is that without considering the spatial and the temporal domains, close range values should be merged. However samples with close range values might not be part of the same object nor appear at the same time in the video sequence. Thus, the second step consists in checking in the initial sequence if the samples of the candidate clusters belong to connected regions and if the minimum temporal distance between their samples is included between \( h_{i-} \) and \( h_{i+} \). Finally, the clusters returned by the spatiotemporal M-S procedure will be merged if they respect these three conditions. As in the clustering part, the merging consists in computing the barycenter of several clusters.

4. EXPERIMENTS AND RESULTS

In this section, we present the results obtained on two real datasets chosen to highlight object occlusion management.

In our experiments, we have empirically chosen to merge two samples if their spatial, range and temporal distances are all at least thirty time inferior to their scale parameter. This has shown to be a good criteria to accelerate the computation time without degrading the filtering results.

Algorithm 1 Filtering and clustering algorithm: blurring spatiotemporal M-S with samples merging

Require: \( X = \{x_i\}_{i=1..n}[0] \)

Require: \( W = \{w_i\}_{i=1..n}[0] \)

1: \( k \leftarrow 0 \), \( d \leftarrow +\infty \)
2: \( X[0] \leftarrow X, W[0] \leftarrow W \)
3: repeat
   4: for all \( x_i \in X[k] \) do
      5: Compute \( x_i[k+1] \) with equation (10)
   end for
7: \( d \leftarrow |X[k+1] - X[k]| \)
8: \( M \leftarrow \) all \( x_i[k] \in X[k] \) that can be merged
9: repeat
10: Extract one \( x_i \) from \( M \)
11: \( x_i[k+1] \leftarrow \) Merge \( x_i[k+1] \) with its neighbors in \( M \)
12: \( W[k+1] \leftarrow \) Update the weight assigned to \( x_i[k+1] \)
13: Remove \( x_i[k+1] \) neighbors entries from \( X[k+1] \), \( W[k+1] \) and \( M \)
14: until \( M \) is empty
15: \( k \leftarrow k + 1 \)
16: until \( d < \epsilon \) : Stopping criteria equal to 0.01
17: \( X \leftarrow X[k+1] \)
18: return \( X \)

Algorithm 2 Final merging algorithm

Require: \( X = \{x_i\}_{i=1..n}[0] \)

Require: \( \hat{X} = \{\hat{x}_i\}_{i=1..n}[0] \): Output of algorithm 1

1: repeat
2: \( X_{\text{imp}} \leftarrow \hat{X} \)
3: for all \( \hat{x}_i \in \hat{X} \) do
4: \( N \leftarrow \) Find \( \hat{x}_i \) neighbors compared to \( H_i \)
5: \( S \leftarrow \) Propagate the clusters of \( N \) and \( \hat{x}_i \) in the initial sequence and extract the clusters which regions are connected to the region associated to \( \hat{x}_i \)
6: \( T \leftarrow \) Propagate the clusters of \( S \) and \( \hat{x}_i \) in the initial sequence and extract the clusters which temporal deviation between its initial samples and the initial samples of \( \hat{x}_i \) lies between \( h_{i-} \) and \( h_{i+} \)
7: \( \hat{x}_i \leftarrow \) Merge \( \hat{x}_i \) with \( T \) clusters
8: \( \hat{X} \leftarrow \) Remove \( T \) clusters from \( \hat{X} \)
9: until Size(\( \hat{X} \)) = Size(\( X_{\text{imp}} \))
10: until Size(\( \hat{X} \)) = Size(\( \hat{X} \))
11: return \( \hat{X} \)

4.1. Table Tennis sequence

The method was tested on the Table Tennis video available on the internet and also used by [6]. In order to test the proposed procedures, five frames were extracted and an occlusion was added on all frames so that the ball is completely masked at frame 30 (Fig.1).

Before processing the frames, their RGB characteristics were transformed into the Lab space to improve M-S efficiency [15]. We manually determined spatial and range bandwidth parameters (\( H_i \) and \( H_{i-} \), respectively) after studying size of objects and range values of each Lab component. The same matrices were used for all experiments. We focus on the tuning the temporal scales \( h_{i-} \) and \( h_{i+} \) in order to obtained comparable results than ones obtained by [6, 7].

Figure 1 shows the clustering outputs obtained for three \( h_{i-} \) and \( h_{i+} \) pairs, allowing both causal and omniscient filtering. The class labels are represented in color for convenience. In all cases, we can see that the objects are always well segmented. However, the ball is lost after its occlusion by the rectangle when considering only the past frame and a new classes are created at frame 31. In contrast, when considering 5 past frames the proposed method manages to find a similar cluster in the past for the ball and will always assign the same label to it. Such result confirms the ability of the clustering to deal with occlusions without creating a new class for an object that has temporarily disappeared. Using larger temporal scales reduce artifact regions as the ball’s shadow and the contours of the ping pong bat. One can note that a median filter (or any small regions removal scheme) can be applied on the clustering results in order to improve clusters homogeneity.
4.2. Soccer sequence

The method was tested on a soccer video freely available on the internet\(^1\). Four frames were extracted over one second of capture so that the soccer jersey of one player is completely masked by the other at some point (Fig.2). This sequence was pre-processed likewise the Table Tennis sequence. Figure 2 shows the outputs obtained by our method on real data. While the filtered frames show coherent clustering results compared to the original data, some regions as the playground or the player pants are over segmented and the number five is lost at time 3 when considering only the past frame. Moreover the class of the red soccer jersey changes after its occlusion at frame 3. In contrast, when considering three frames in the past there is an improvement of the clustering of the playground, the player shadows, their pants and of the snow in the background. The temporal coherence of the clusters is preserved, relatively to the scales chosen, and the same class is always assigned to the red soccer jersey.

Nevertheless, we can see the class of the number five changing between the last two frames. This comes from a “space-time trade-off” that has to be done between choosing a high spatial scale to compensate an hypothetical high displacement of an object during its occlusion and risking to link classes that are similar in range and time but that are too close regarding the spatial scale. We chose a high spatial scale to be insensitive to the red player displacement but the number five was clustered with the background when it becomes too close. Thus, dealing properly with total occlusions requires a fine tuning of the spatial scale.

\(^1\)Soccer sequence: ftp://ftp.tnt.uni-hannover.de/pub/svc/testsequences/
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