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Abstract— Full matrix arrays are excellent tools for 3-D
ultrasound imaging, but the required number of active elements
is too high to be individually controlled by an equal number of
scanner channels. The number of active elements is significantly
reduced by the sparse array techniques, but the position of
the remaining elements must be carefully optimized. This issue
is faced here by introducing novel energy functions in the
simulated annealing (SA) algorithm. At each iteration step of
the optimization process, one element is freely translated and the
associated radiated pattern is simulated. To control the pressure
field behavior at multiple depths, three energy functions inspired
by the pressure field radiated by a Blackman-tapered spiral
array are introduced. Such energy functions aim at limiting
the main lobe width while lowering the side lobe and grating
lobe levels at multiple depths. Numerical optimization results
illustrate the influence of the number of iterations, pressure
measurement points, and depths, as well as the influence of the
energy function definition on the optimized layout. It is also
shown that performance close to or even better than the one
provided by a spiral array, here assumed as reference, may be
obtained. The finite-time convergence properties of SA allow the
duration of the optimization process to be set in advance.

Index Terms— 3-D, optimization, simulated annealing (SA),
sparse arrays, transducers, ultrasound (US).
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I. INTRODUCTION

THREE-DIMENSIONAL ultrasound (3-D US) imaging
systems allow scanning the volume of interest

using mechanically translated/tilted/rotated single-
element/linear/phased/convex array probes [1]–[3] or 2-D
matrix array probes [4], [5]. The latter ones overcome the
limitations of stepper motors in terms of achievable frame rate
[1] and calibration issues [6] by performing 3-D electronic
steering and focusing of the US beam. Moreover, 2-D arrays
enable ultrafast imaging [7], [8] by the transmission of plane
or diverging waves, which can also be combined to improve
contrast and resolution.

The availability of volumetric information allowed intro-
ducing innovative applications for elastography [9], [10], tis-
sue Doppler, and blood flow analysis [11], as well as for
surgery by intraoperative visualization, biopsy needle track-
ing [12], [13], and in therapeutic high intensity focused US
(HIFU) intervention monitoring [14], [15]. Two-dimensional
arrays for 3-D imaging systems are already available for
research purposes [7], [16]–[19], but full arrays respect-
ing the λ/2 space sampling constraint to ensure low grat-
ing lobes require thousands of active elements. The indi-
vidual control of so many elements would dramatically
increase the system cost and power consumption, the size
of the probe cable, and the real-time processing load.
Promising solutions are the microbeamforming [20]–[23],
row-column addressing [19], [24], [25], or channel mul-
tiplexing [4] techniques. However, these techniques imply
embedding in the probe application-specific integrated cir-
cuits (ASICs), having stringent requirements in terms of
dimension, power dissipation, and cost, which have been
satisfied in a few hi-end commercial systems [26]–[28].

As an alternative to probes integrating an ASIC, sparse
array techniques reduce the number of active elements while
trying to maintain acceptable performance in terms of grating
lobes, resolution, and sensitivity. Such performance is strictly
associated with the positions and dimensions of the active
elements, which can be defined by means of deterministic
or stochastic methods. The former ones have led to planar
Vernier arrays [29], regular and radially periodic arrays [30],
and, more recently, to density tapered spiral arrays [31], [32].
The 30λ-radius Blackman-tapered spiral array having
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1.0λ-size elements is assumed as reference in this paper
because it offered the best compromise for small-vessel
imaging among the 105 configurations tested in [32].

Searching for an optimum among all possible sparse array
configurations is a very large scale combinatorial prob-
lem that suggests the use of stochastic optimization meth-
ods such as genetic algorithm [33], [34] and simulated
annealing (SA) [30], [35]–[41]. In these approaches, the choice
of the energy function that controls the optimization process is
often based on a beam pattern aiming at reducing the side lobe
level (SLL) and grating lobe level (GLL) while maintaining
a narrow main lobe. In order to reduce the computation time
(a drawback of stochastic optimization), the beam pattern is
generally computed by assuming the far-field approximation
in the analytical model. Choe et al. [42] introduced a more
realistic acoustic simulation of the pressure field using the
FIELD II software [43], [44], but they assumed horizontal and
vertical symmetry and the element positions were restricted to
a 16 × 16 regular grid.

In this paper, we present a new sparse array design strategy
that optimizes the pressure field at several depths by permit-
ting arbitrary positions of the array elements over the entire
aperture. In particular, such positions are optimized by an SA
algorithm implementation that integrates fast simulations of
the pressure field [45]. The elements can arbitrarily move on
the layout during the optimization process, and the associated
beam patterns are calculated for each new solution. In order
to control the behavior at multiple depths, the pressure field
was simulated over three concentric hemispheres. Moreover,
three innovative multidepth energy functions, inspired by the
Blackman-tapered spiral array performance, are introduced.

This paper is organized as follows. Section II presents
the mathematical formalism that models the problem and the
proposed energy functions. Section III shows sample results
of optimized 256-element arrays, which are discussed in
Section IV. Concluding remarks are given in Section V.

II. METHODS

A. 2-D Sparse Arrays Optimization Model

The 2-D sparse array optimization problem is formulated
as the minimization of an energy function U on a finite state
space �. This is performed by a Metropolis-type SA [46], [47]
algorithm that is a Markov chain (Sn)n∈N on � whose
transitions are guided by a communication mechanism � and
controlled by a cooling sequence (βn)n∈N (see [48], [49]).

1) State Space: The state space � of the possible solu-
tions S in which an optimal configuration Sopti has to be found
is the set of planar 2-D sparse arrays with Ne nonoverlapping
active elements in a disk of radius rp. The degrees of freedom
are the element positions (xk, yk) on a fine Cartesian grid G
superimposed on the disk of radius rp. Hence, � is defined by

� = {((x1, y1), . . . , (xNe , yNe )) ∈ GNe |Ai ∩ A j = ∅,

for all i, j ∈ [1 . . . Ne] such that i �= j} (1)

where Ak is the area occupied by the kth element broadened of
a λ/20 safeguard margin in each direction assuming that below
such an interelement distance the electro-acoustic coupling

effect (crosstalk) would be too high to separate the ele-
ments [50]. (In practice, the grid spacing has no impact on the
outputs as long as it is smaller than ∼ λ/100.) The minimum
interelement distance may also be parameterized according to
the technology used to build the active elements in order to
respect the constraints of the manufacturing process.

2) Communication Mechanism: During the exploration
of �, the transition from a state S to a new candidate S̃
was controlled by the communication mechanism � [49]. The
communication mechanism � : � → [0, 1] was defined using
the standard construction scheme based on a neighborhood
G(S) that specifies the allowed moves from S to S̃

�(S, S̃) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1

Ne · |G| , if S̃ ∈ G(S)

1 − 1

Ne · |G| |G(S)|, if S̃ = S

0, otherwise

(2)

where G(S) is given by

G(S) = {S̃ ∈ �|∃!k ∈ [1 . . . Ne], S̃(k) �= S(k)}
∩{S̃ ∈ �|∃!k ∈ [1 . . . Ne], 0<‖S̃(k) − S(k)‖2 < tr }

(3)

where S(k) denotes the kth element coordinates (xk, yk) and
tr is the maximum translation value.

In other words, the neighborhood G(S) is the set of
arrays in � with only one translated element with respect
to S and �(S, S̃) generates a candidate S̃ from the current
state S by translating a single element by a distance in ]0, tr[.
According to definition (3), � satisfies the symmetry and
irreducibility conditions [49], which allow us to define the
transition matrix P(Sn+1|Sn) of the SA Markov chain (Sn)n∈N

P(Sn+1 = S̃|Sn = S)

=
{

�(S, S̃), if �U ≤ 0 and S̃ �= S
�(S, S̃)e−βn�U , if �U > 0

(4)

where �U = U(S̃) − U(S) is the energy variation associated
with the transition S → S̃. During the optimization process,
the probability to accept a given transition with positive energy
variation is exp(−βn�U) and is called the acceptation rate.
This acceptation rate is controlled by the cooling sequence
(βn)n∈N, which has the general form

βn = βinf

(
βsup

βinf

) 1
σ−1 (� n

K �−1)
(5)

where βinf is the initial inverse temperature, βsup is the
final inverse temperature, and σ is the number of constant
temperature stages, each of length K (so the total number of
iterations is Niter = σ K ).

3) Energy Function:
a) Space sampling: To compute the normalized radiated

pattern RPSn(R, θ, φ) of the array Sn at iteration n, the
associated pressure field PFSn is first simulated using FIELD
II [43], [44]

RPSn(R, θ, φ) = maxt PFSn(R, θ, φ, t)

maxθ,φ,t PFSn(R, θ, φ, t)
(6)
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Fig. 1. Reference coordinate system for the three hemispheres of radius
R1, R2, and R3, each used to estimate the pressure in 5000 PMPs. The 2-D
sparse array probe of radius rp is centered on the origin of the axes. The focal
point is on the z-axis at depth z = R2.

where PFSn(R, θ, φ, t) is the one-way pressure field of Sn

depending on spherical coordinates (R, θ, φ) and time t , the
origin of which is the center of the probe layout (Fig. 1).

Asspecified in [45], in order to simulate PFSn (R, θ, φ, t),
NPMP pressure measurement points (PMPs) were positioned
on a 3-D spiral arm laying on NH hemispheres of radius
R1, . . . , RNH (Fig. 1) so that no periodicity is introduced (or
hidden) in the measurements.

b) Energy function expressions: The common goal of the
three energy functions U1, U2, and U3 defined below is to
obtain a good resolution and contrast in the image. In other
words, they are aimed at minimizing the SLL and GLL beyond
the main lobe that has a fixed width θML(R) chosen as the
−30 dB main lobe width of the spiral array [32] beam pattern
at depth R.

The energy function U1 is the square of the maximum of
pressure outside the main lobe region at depth R

U1,R(Sn) =
(

max
(θ,φ),/∈L

(RPSn(R, θ, φ))

)2

(7)

where L = {(θ, φ)|θ < ((θML(R))/2)} is the main lobe region
delimited by half of θML(R).

The energy function U2 is the product of U1 with the
squared pressure ratio at depth R

U2,R(Sn) = U1,R(Sn)

(
Pout(R)

Pin(R)

)2

(8)

with

Pout(R) =
∫∫

(θ,φ)/∈L
(RPSn(R, θ, φ))dθdφ (9)

and

Pin(R) =
∫∫

(θ,φ)∈L
(RPSn (R, θ, φ))dθdφ. (10)

For the energy function U3, a sculpting mask qmask is
defined as follows:
qmask(R, θ, φ)=

{
IFT(Blackman(rp)), if (θ, φ) ∈ L
0, if (θ, φ) /∈ L .

(11)

In other words, inside the main lobe region L, the sculpting
mask qmask is given by the inverse Fourier Transform of the
Blackman window applied to a disk of radius rp, and outside
the main lobe region, the mask is set to zero. The introduction
of such a sculpting mask creates a new constraint in the main
lobe region: the main lobe shape must fit under the main lobe
of the Blackman-tapered spiral array [32]. The motivation to
sculpt the main lobe shape is to better control the beam profile
and avoid undesired lobes inside the main lobe region. The
constraint outside the main lobe region is still to reach the
minimum GLL and SLL: the sculpting mask is set to zero
in this region. The energy function U3 is the square of the
product between the pressure ratio Pout/Pin and the maximum
positive pressure difference with qmask

U3,R(Sn) =
(

Mq
Pout(R)

Pin(R)

)2

(12)

where

Mq = max[max
θ,φ

RPSn(R, θ, φ) − qmask(R, θ, φ), 0]. (13)

In summary, U1 measures the maximum of pressure outside
the main lobe region L, U2 combines U1 with the pressure
ratio (Pout(R))/(Pin(R)), and U3 combines U2 with a mask
sculpting the main lobe shape.

c) Multidepth pressure field control: Our method allows
adding hemispheres of PMPs to take into account the pressure
field behavior below and above the focal depth in the optimiza-
tion (example with three hemispheres in Fig. 1). Multidepth
energy functions can be defined, and the acoustic radiation
patterns of the array can be optimized using simulations
performed at different depths. It represents a first step toward
an optimization of the 3-D pressure field. The multidepth
pressure field control is further discussed in Section IV-C.

When NH hemispheres of PMPs are considered, the overall
energy function is the sum of the energy functions associated
with each hemisphere

U NH (Sn) =
NH∑

i=1

URi (Sn). (14)

B. Simulated Annealing Algorithm

The difficulty of the optimization problem is beyond the
capabilities of deterministic algorithms. Indeed, the considered
energy functions generate complex landscapes with deep local
basins of attraction and are defined on a huge configuration
space. This advocates the use of a stochastic optimization such
as SA [46]–[49].

The SA flowchart is given in Fig. 2: the first step (A)
consists in choosing an initial solution S0 and computing the
initial pressure field PFS0(R, θ, φ, t) and associated energy
U(S0). The initial and final inverse temperatures βinf and βsup
are computed during step (A) using the methods described
in [48] and [49]. A new solution S̃n is proposed in (B) using
the communication mechanism � described in Section II-A.
The pressure field simulations in step (C) are very time
consuming when using FIELD II, limiting the achievable Niter
performed in a reasonable and acceptable computing time
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Fig. 2. SA flowchart.

(e.g., some weeks). To reduce the pressure field computation
time and hence increase the number of iterations that can
be performed, an ergonomic update of the pressure field
is implemented as described in [45]. The energy difference
between the current solution Sn and the new proposal S̃n is
computed in step (D) as �U . In step (E), S̃n is accepted
with probability exp(−βn�U). In step (F), the next iterate
Sn+1 is either updated to S̃n or set to Sn , depending on the
decision taken in step (E). In step (G), if the number of
planned iterations Niter is not reached, the iteration index and
the inverse-temperature value are updated. In step (H), the
best solution (i.e., with the lowest energy value) encountered
during the optimization process is stored as the optimized
solution Sopti.

C. Postoptimization Performance Evaluation
With 3-D Simulations

1) Performance Metrics: Three-dimensional one-way
pressure fields were simulated in a Three-dimensional
volume (Lx × L y × Lz = 40 × 40 × 30 mm3),
compatible with peripheral vessel imaging, for each of
the optimized array as performed in [32]. The simulated
volume was centered over the array starting at depth
z = 10 mm, and it was sampled with a voxel resolution of
vres = δx ×δy ×δz = 132 μm×132 μm×264 μm = 0.43λ3.
For each solution, 81 steering angles (θzx = −32:8: + 32°,
θzy = −32:8:+32°) were considered, and for each simulation,
the array performance was assessed through the following six
parameters [32].

TABLE I

SIMULATION PARAMETERS

The side- to main-lobe energy ratio (SMER) is defined as
the log compressed ratio between the average intensity outside
and inside the focal region, i.e., the region surrounding the
focus delimited by the −6 dB isosurface.

The SLL was estimated as the log compressed ratio between
the intensities of the highest secondary lobe and the main lobe.

The sensitivity was estimated as the ratio between the focus
intensity and that resulted for the simulation of a 20 λ-radius
spiral array having 0.5 λ-wide elements as used in [32].

The depth of field (DOF) is the −6 dB length along the
steering direction.

The lateral resolution is computed as the average −6 dB
width of the main beam (full-width at half-maximum) in a
plane perpendicular to the US propagation direction.

The angle error measures the difference between the princi-
pal direction of the −6 dB isosurface angle and the set steering
angle.

III. RESULTS: OPTIMIZED 2-D SPARSE ARRAYS AND

SPIRAL ARRAY COMPARISON

A. Optimization Setup

In this paper, the state space �, the communication
mechanism �, and the parameters listed in Table I were the
same for all of the 16 performed optimizations. The targeted
application was for peripheral vessel imaging, and Table I
gives the aperture radius (6 mm = ∼30λ), the central fre-
quency (7 MHz), and the bandwidth (72%) of the considered
arrays. The same element size (200 ≈ λ) of the reference spiral
array was considered to improve the sensitivity of the sparse
array probe. For the multidepth approach, NH was set to three
(Fig. 1) to check the performance before, after, and at focal
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TABLE II

FINAL ENERGY FUNCTION VALUES FOR DIFFERENT Niter

TABLE III

FINAL ENERGY FUNCTION VALUES ASSOCIATED WITH THE
OPTIMIZATION RESULTS FOR DIFFERENT NPMP

depth. The choice of radius R1 = 15 mm, R2 = 25 mm, and
R3 = 35 mm (Table I) was motivated by the 25.3-mm DOF
of the spiral array, i.e., the main beam pressure was expected
to be still over −6 dB from 15- to 35-mm depths. According
to Section II-A3b, for each depth R1, R2, and R3, the main
lobe width was set to θML(R1) = 13.7°, θML(R2) = 5.5°,
and θML(R3) = 9.6°, i.e., the −30 dB main lobe width of
the spiral array at the respective depths. The performance of
the spiral array [32] and those of the optimized 2-D sparse
arrays were compared to evaluate how Niter , NPMP, NH, and
the expression of U impact on the final results, as detailed in
the following.

B. Number of Iterations

Niter influences the speed of the cooling sequence βn , i.e.,
the greater is Niter the slower is the temperature cooling
down from 1/βinf to 1/βsup. The optimization process always
started from a 256-element initial sparse array (chosen
randomly by activating only Ne = 256 elements of a full
array with the same acoustic parameters as presented in
Table I), which was optimized using NPMP = 5000 on each
of the NH = 3 hemispheres (Table I) and U1 as energy
function expression. The effect of changing the number of
iterations, Niter = σ K , was tested by setting σ to 2500,
5000, 7500, and 10 000, while K was kept equal to 256. The
associated values of U1 are presented in Table II.

The final values of U1 associated with optimal states
(Table II) decrease when more iterations are done. This result
confirms that the more the iterations, the higher the probability
of reaching a global minimum [47]. As expected, the per-
formance of the optimized arrays improved when increasing
Niter . In all the following experiments, Niter was fixed to the
maximum 2.56 M, unless otherwise stated.

C. Number of Pressure Measurement Points

The impact of the number of PMPs NPMP on the final
value of U1 was assessed by optimizing the sparse array with
Niter = 1.28 M, NH = 3, and NPMP = 500, 1000, 2000, 3000,
4000, and 5000 (Table III). The configuration obtained when

using 3000 PMPs (PMPs 3k) yields the lowest energy function
value. Since it provides a good angular resolution sampling for
the beam pattern analysis (15 PMPs per degree), NPMP was
set to 3000 for the following optimizations.

D. Number of Hemispheres

The impact of using multidepth energy functions with
NH = 3 measurement hemispheres is evaluated by comparing
the optimized configurations obtained with the 1HS and 3HS
versions of the energy functions U1–U3. The optimization
setup of the multidepth approach is detailed in Section III-A.
Fig. 3 shows the layouts of the optimized configurations with
1HS (U1 1HS, U2 1HS, U3 1HS) and 3HS (U1 3HS, U2 3HS,
U3 3HS) and of the reference spiral array, while Fig. 4 shows
the associated radiating patterns at 0° and 30° steering angles.1

Fig. 4 qualitatively highlights the benefits of using
multidepth energy functions in both steered and notsteered
cases. Indeed for the three definitions of U , at 15- and
35-mm depths, the 3HS profiles have much lower SLL than
the 1HS profiles and this is also valid when the beam is steered
by 30°. A quantitative analysis of the unsteered case can be
done from Table IV(c) and (d) showing that the SLL at 15-mm
depth of U1 3HS, U2 3HS, and U3 3HS are 14.3, 12.3, and
13.6 dB lower than in the respective 1HS cases. Similarly,
at 35-mm depth, the SLLs for 3HS cases are 10.6, 8.7, and
11.1 dB lower than for the respective 1HS. This denotes an
uncontrolled behavior of the pressure field before and after
the focal depth in the 1HS cases, and it clearly enlightens
the performance improvement due to the multidepth approach.
Moreover, even when no steering is done, the main lobes of
the 1HS profiles are not centered around θ = 0° and the bias
can reach up to 5° at depth R1 = 15 mm. On the contrary, the
3HS profiles present a centered main lobe followed by a flat
plateau up to θ = 40°–45°.

However, analyzing Table IV(c) and (d) at the focal depth
(R2 = 25 mm), with respect to the 1HS versions, the 3HS
versions increase, on average, by 1.0 dB and 0.8° the SLL and
the −6 dB main lobe width, respectively. This indicates that,
at the focal depth, for any expression of U , the 1HS version
is slightly more efficient. A possible explanation could be that
no compromises have to be done with the pressure behavior at
other depths. In spite of the small performance improvement
at the focal depth when using the single hemisphere approach,
the uncontrolled behavior of the pressure field before and
after the focal depth discards such solutions. This remark
is corroborated by the 3-D performance analysis obtained
over 81 steering angles: Fig. 5 and Table V(c) and (d) show
that the 3-D performance clearly improves in terms of SLL,
DOF (especially its limited deviation), sensitivity, and steering
angles error while the resolution gets coarser when comparing
3HS and 1HS optimizations. For example, U3 3HS compared
with U3 1HS yields 2.2-dB reduction of the median SLL,
11.4-mm DOF increase (+75%), 1.9-dB sensitivity increase,

1This paper has supplementary downloadable material available at
ht.tp://ieeexplore.ieee.org, provided by the authors. This includes six videos
illustrating the individual optimization run of the U1 1HS, U2 1HS, U3 1HS,
U1 3HS, U2 3HS, and U3 3HS and a readme file. This material is 29 MB in
size.
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Fig. 3. Layouts of the optimization results when using one hemisphere (top, from left to right: U1 1HS, U2 1HS, and U3 1HS) and when using three
hemispheres (bottom, from left to right: U1 3HS, U2 3HS, and U3 3 HS). The layout of the Blackman-tapered spiral array is also shown on the very right
hand.

TABLE IV

FOR EACH OPTIMAL ARRAY WE PRESENT THE OBTAINED SLL AND MAIN LOBE WIDTH ON THE THREE HEMISPHERES OF RADIUS 15, 25, AND 35 mm

1.1° angle error reduction (−65%), and 0.4-mm worse reso-
lution (5% coarser than the spiral, see Table V). The same
trend is observed with U1 and U2. It is worth noting that
the multidepth energy functions (3HS) strongly improve the
steering angle precision (9% better than the spiral array for
U3 3HS; see Table V); hence, the proposed approach not only
controls the focal point to be accurate but also leads the beam
direction to be aligned with the desired steering angle.

In conclusion, the multidepth energy function approach
improves the array performance in terms of SLL, DOF,
sensitivity, and angle error even in steering condition and
independently from the energy function expression. Although

a tradeoff is done on the resolution (at focal depth), a more
regular shape of the main lobe close to the array and a better
alignment between the beam direction and the steering angle
are obtained.

E. Energy Function

The performances of the three optimized layouts U1 3HS,
U2 3HS, and U3 3HS and of the reference spiral array were
evaluated. A qualitative comparison of the profiles shown in
Fig. 4 highlights that the energy function U1 3HS leads to
slightly higher SLL with respect to U2 3HS and U3 3HS, in
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Fig. 4. Radiated patterns at depths 15 (left), 25 (center), and 35 mm (right) of the optimization results and the spiral array. The steering angles were 0°
(top) and 30° (bottom).

TABLE V

MEDIAN VALUES OF THE RESULTS PRESENTED IN FIG. 5. THE 3-D PERFORMANCE METRICS WERE EVALUATED OVER 81 STEERING ANGLES

both steered and unsteered cases. It can be observed that the
spiral array presents a deeper trough at the bottom of the main
lobe but also higher SLL than the three optimized results.
More quantitatively, Table V(d) shows that U1 3HS reaches
the best resolution median (1.3 mm), but is not as close as
U2 3HS and U3 3HS to the spiral arrays performance on the
other criteria. Compared with the spiral array, U2 3HS tends
to improve the SLL (−0.9 dB) and reaches very similar results
in terms of sensitivity (−0.2 dB), SMER (+0.0 dB), and
DOF (+0.5 mm), while the resolution is getting slightly worse
(+0.1 mm) and the angle error is increased by 0.2°. U3 3HS

is very competitive on SLL (−0.9 dB), DOF (+1.3 mm),
SMER (+0.0 dB), sensitivity (+0.0 dB), and angle error
(−0.1°), but the resolution is a little coarser (+0.1 mm).
Fig. 6 helps to conduct an overall comparison among the 3HS
optimized arrays and the spiral array. Fig. 6 represents the
array performance with the worst case of each parameter close
to the center of the radar plot and the best performance on the
external Web line.

To summarize, it may be concluded that the U1 energy
function, by its definition, tries to push down the SLL only
once the main lobe is thinner than expected. Indeed until the
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Fig. 5. SLL, Lateral resolution, DOF, SMER, sensitivity, and steering angle error from the 3-D pressure field analysis (statistics over 81 steering angles for
each array). Simulations were done in a 40 × 40 × 30 mm3 volume starting at z = 10 mm over the arrays.

Fig. 6. Radar plot comparison for U1 3HS, U2 3HS, U3 3HS, and the spiral
array.

entire main lobe gets inside the delimited main lobe region L,
the outstripping part is considered as a lateral lobe with
very high level compared with the real side lobes. Since the
resolution constraint has priority on the contrast constraint,
the U1 energy function is not likely to balance the tradeoff
between them. The U2 expression starts to better integrate the
tradeoff thanks to the pressure ratio that implies both an SLL
reduction and a concentration of the acoustic energy in the
main lobe. Major improvements are reached by U3 because it
also sculpts the main lobe shape.

IV. DISCUSSION

Two-dimensional sparse array probes were so far designed
by optimizing the pressure field at only one distance from
the probe center. The proposed method, including acoustic
simulations and multidepth energy functions, represents a first
step toward the 3-D optimization of the pressure field around
the probe. The simulation results also suggest that great care
should be taken in the definition of the optimization mask,
which, in turn, depends on the targeted application.

TABLE VI

BARYCENTER BIAS OF THE 256 ELEMENTS FOR EACH

OPTIMIZATION RESULTS SHOWN IN FIG. 3

The proposed method also raises specific aspects about the
transducer design that are discussed in the following.

A. Layout Characteristics

The results in Fig. 3 show that the elements are significantly
concentrated in the center of the aperture when the multidepth
(3HS), rather than the single-depth (1HS), energy functions are
used. In the case of U3 3HS, they are even more concentrated
in the center than in the spiral array. In the 1HS cases, the
highest density region appears to be eccentric. However, the
bias of the element position barycenter is low (<λ) in most of
the cases and it is further reduced with the multidepth energy
functions (see Table VI). A bias of the highest density region,
for instance, with U2 1HS, may strongly increase the steering
angle error (Fig. 5 and Table V).

In most previous optimization studies, a circular symmetry
was assumed as a prerequisite to guarantee the same perfor-
mance for any φ angle (i.e., there should be no effect on
the image quality if the probe is rotated around the z-axis).
A further advantage of assuming the symmetry is the state
space reduction, which favors a faster convergence of the
algorithm. Even though in our method the elements can
arbitrarily move over the aperture, the multidepth approach
yields a circular symmetry without any a priori constraint.
Moreover, in both U1 3HS and U2 3HS and, at a minor
extent in U3 3HS, an annular array may be observed around
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the central dense cluster. Usually, the resolution is linked
to the size of the array and the lateral lobes are related to
the sampling of the aperture surface. In this geometry, the
annular array widens the size of the array and contributes to
improve the resolution performance; while the central cluster
contributes to reduce the GLL by the aperiodic space sampling
and reduce the SLL by the density tapering. This hypothesis
will be further investigated.

In this paper, the position of the elements is the only
degree of freedom taken into consideration. Even though
other variables could have been considered, such as the use
of elements with variable size, the chosen strategy fits well
with current fabrication processes like laser cutting [51] and
micromachining techniques [52], and no variable impedance
matching is needed. This choice is further supported by the
strong improvements observed in nongrid sparse arrays in
terms of radiated beam pattern [35] and by density tapering
in terms of SLL and sensitivity [32], [53].

The element size is important since it impacts the field
of view: the wider the elements, the weaker the steering
capability of the array. Here, the choice of an element size
close to λ aimed at compensating for the sensitivity lack
of sparse arrays by increasing the active surface. Yet, the
optimized arrays yield good performance over a wide field
of view (FOV) (−32°; +32°).

B. Degrees of Freedom and Constraints

The fast pressure field update [45] allows moving the
elements out of grid during the optimization without contin-
uous wave approximation. Moreover, the wideband acoustic
simulations suggest exploring new degrees of freedom while
considering more realistic constraints. Indeed, the effects of
the excitation signal, the impulse response, and the element
orientation and size could be taken into account. Furthermore,
the proposed approach could permit possible geometrical
constraints (e.g., the presence of “keep-out” areas on the probe
surface or curved aperture surface) to be included in the state
space. Integrating special geometrical constraints could not be
obvious designing the array with a deterministic analytical
equation. This raises the possible interest of optimizing the
probe layout under geometrical constraints required by the
application or some accessibility hardships that could influence
the general shape of the array.

C. Multidepth Energy Function

The introduction of the new energy function that shapes the
beam pattern at several depths represents a first step toward a
3-D control of the pressure field. Indeed, the multidepth energy
function shows how the quality of the transmitted beam can
be shaped along the propagation direction. The multidepth
approach yields a strong reduction of the angle error when
using 3HS (compared with 1HS, see Section III-D), which
is important to avoid artifacts implied from the misalignment
between the desired steering angle and the direction of the
beam. Moreover, even if a reflector in the side lobe region at
depth R1 (or R3) is time separated from a pixel reconstructed
at depth R2, it is worth having low side lobes at depths R2

and R1 (or R3) if the same transmission is used to reconstruct
pixels located at both depths. As a potential perspective, the
multidepth energy functions could be adapted for HIFU and
dual-mode transducers where the minimization of the spread
energy outside of the target located at focal point (for instance,
by minimizing the pressure intensity at depth R1 and R3
compared with focal depth R2) is critical to preserve safe
tissues. Probably that other imaging sequences such as plane
or diverging waves strategies could take advantage of the
multidepth energy functions, for instance, by optimizing the
array to have the beam pattern as homogeneous as possible at
each depths. Further studies would be required to demonstrate
the suggested perspectives.

How choosing a tradeoff among resolution, contrast, and
depth-of-field depends, in general, on the application. In
particular, in our experiments, the layout was optimized for
peripheral vascular applications. For these applications, the
deterministic approach presented in [32] yields satisfying
performance with ultralight computation load. The Blackman-
tapered spiral array configuration was thus chosen as the
reference to validate our approach. Actually, the proposed
energy functions (in particular U3) were directly inspired
by the reference spiral array and the resulting constraints
directly fit with its radiated beam pattern, as detailed in
Section II-A3b. The energy function design could be further
developed to influence the tradeoff into a desired direction.
For instance, in the presented multidepth approach, a different
weight could be applied to each hemisphere, e.g., by giving
more weight to the central hemisphere to favor the resolution
at the expenses of DOF and image contrast. The distance
between the hemispheres and their number could also be
increased to optimize specific depths or to extend the DOF.
Eventually, an effective 3-D sculpt of the pressure field during
the optimization process could be included, however, with a
significant increase in the computation load. A more powerful
hardware, exploiting a GPU implementation of our method,
would enable the extension to 3-D-energy functions including
3-D performance metrics (see Section II-C1).

D. Optimization Setup
As observed in Section III-B, the probability of reaching

a global minimum increases with the number of iterations
Niter, as confirmed by the evolution of the energy function
in Table II. Moreover, Table IV(a) shows that when Niter
increases from 0.64 to 2.56 M, the SLL decreases from
−20.1 to −21.4 dB and from −19.8 to −24.1 dB at depths
of 15 and 35 mm, respectively. However, Iter 1.92M array
is an exception: it yielded the lowest SLL over the 25-
mm hemisphere (Table IV) and the best median SLL value
[Table V(a)]. In spite of this isolated result, it is highly
recommended to run as many iterations as possible since it
increases the probability of reaching a lower minimum of the
global energy (Table II).

The influence of the number of PMPs analyzed in
Section III-C [Table IV(b)] has highlighted the related serious
impact: the SLL obtained with PMPs 3k was 4.9, 2.9, and
6.9 dB lower than PMPs 0.5k at depths 15, 25, and 35 mm,
respectively. The peaks of the radiated pattern are more
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likely to be missed at low resolution. However, according to
Table IV(b), PMPs 3k yields better results in terms of SLL
than PMPs 5k. Indeed, the SLL of PMPs 3k were 2.3, 1.6, and
1.8 dB lower than for PMPs 5k at depths 15, 25, and 35 mm,
respectively. Moreover, in Table V(b), the results obtained with
PMPs 3k on the 3-D simulations of 81 steering angles were
slightly better than with PMPs 5k in terms of SLL (−0.4 dB),
DOF (+1 mm), ER (−0.8 dB), sensitivity (+0.3 dB), and
angle error (−0.4°). Because it makes the energy topology
more difficult, increasing NPMP should be accompanied by an
increase in Niter to hope for a similar performance. This may
explain why, when performing the same number of iterations,
better results are obtained with NPMP = 3000 rather than with
NPMP = 5000 in Section III-C.

V. CONCLUSION

In this paper, the integration of acoustic simulations in the
SA optimization process enabled the definition of multidepth
energy functions that take into account the pressure field
behavior at different depths. Moreover, thanks to the acoustic
simulation, a wideband excitation signal, the pulse response,
and the size of the elements were taken into account during
the optimization process. The effects of changing the number
of iterations, the number of PMPs, the number of hemi-
spheres, and the energy function definition were studied. Three
different energy functions inspired by the Blackman-tapered
spiral array (here chosen as reference) were defined, and their
performance was compared. Sixteen optimized arrays were
analyzed in terms of lateral lobes level, resolution, sensitivity,
SMER, DOF, and steering angle error. The comparison criteria
were based on performance metrics evaluated on 3-D pressure
field simulations at 81 steering angles (from −32° to +32°) for
each array. An optimized array provided results slightly better
than the reference spiral array and illustrated that sculpting
the main beam shape at several depths leads to a circular
symmetry of the layouts without imposing any geometrical
constraint. Further work is necessary to explore solutions with
more degrees of freedom (e.g., elements’ shapes and size).
Future investigations will also concern multiscale approaches
with stochastic continuation where the energy function can
evolve during the optimization process.
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