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Global Diffusion Tractography
by Simulated Annealing

Marc C. Robini∗, Member, IEEE, Matthew Ozon, Carole Frindel, Feng Yang, and Yuemin Zhu

Abstract—Objective: Our goal is to develop a robust
global tractography method for cardiac diffusion imaging.
Methods: A graph is stretched over the whole myocardium
to represent the fiber structure, and the solutions are min-
ima of a graph energy measuring the fidelity to the data
along with the fiber density and curvature. The optimiza-
tion is performed by a variant of simulated annealing that
offers increased design freedom without sacrificing theo-
retical convergence guarantees. Results: Numerical experi-
ments on synthetic and real data demonstrate the capability
of our tractography algorithm to deal with low angular reso-
lution, highly noisy data. In particular, our algorithm outper-
forms the Bayesian model-based algorithm of Reisert et al.
(NeuroImage, vol. 54, no. 2, 2011) and the graph-based al-
gorithm of Frindel et al. (Magn. Reson. Med., vol. 64, no.
4, 2010) at the noise levels typical of in vivo imaging. Con-
clusion: The proposed algorithm avoids the drawbacks of
local techniques and is very robust to noise, which makes
it a promising tool for in vivo diffusion imaging of mov-
ing organs. Significance: Our approach is global in terms of
both the fiber structure representation and the minimization
problem. It also allows us to adjust the trajectory density
by simply changing the vertex-lattice spacing in the graph
model, a desirable feature for multiresolution tractography
analysis.

Index Terms—Cardiac imaging, diffusion tensor imaging,
global tractography, simulated annealing.

I. INTRODUCTION

A. Motivation and Purpose

Diffusion-tensor MRI (DT-MRI) is currently the only avail-
able technique to study water diffusion in living tissues without
alteration, and hence the modality of choice for assessing the
cardiac architecture in vivo. Indeed, the anisotropic form and
organization of cardiomyocytes confer anisotropic character-
istics to the diffusion of water molecules in the myocardium,
so that DT-MRI is suitable for studying the structure of the
heart wall [1], [2]. However, since cardiomyocytes are about
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100μm long, cardiac diffusion tractography merely depicts a
macroscopic directional tendency; in other words, individual
fiber tracts have no meaning per se in cardiac imaging. Yet,
because cardiomyocyte arrangements form elongated structures
with preferential local orientations, cardiac tractograms can be
viewed as sets of coarse-scale fiber bundles. For simplicity, we
will refer to such fiber bundles as “fibers”, but always keeping
in mind the true meaning of this shortcut term.

Our purpose is to design a method to extract global cardiac
architectures from low resolution, highly noisy DT-MRI data
such as those obtained under in vivo imaging constraints. As
opposed to local tractography methods, which treat the fibers as
independent streamlines and are quite sensitive to measurement
errors, global strategies use the accumulation and interaction of
information over the whole dataset and are thus more robust
to noise. We propose a new formulation to global tractogra-
phy in which the solution takes the form of a boolean-weighted
undirected graph representing short-range spatial interactions.
Our model leads to the minimization of an energy function that
includes prior knowledge on fiber organization in addition to
fidelity to the data. The optimization is performed by a variant
of the simulated annealing (SA) algorithm with optimal conver-
gence properties; so our approach is “doubly global” in the sense
that both the fiber structure representation and the minimization
problem are global.

B. Background and Connection With Previous Work

The first proposed (and most widely used) tractography
approach is rooted in fluid mechanics, where streamlines are
collections of fluid particles with instantaneous displacements
collinear with the velocity field. In DT-MRI, streamlines are
identified to fibers and estimated from the diffusion-tensor
field either deterministically [3], [4] or probabilistically [5]–[7].
Streamlining has been used in human connectome studies [8]–
[10] and in the description of the cardiac fiber architecture [11].
Due to its local nature, streamlining is sensitive to noise and is
best suited to high-angular resolution data.

Global tractography techniques trace back to the early
2000s [12], but their development was boosted by the Bayesian
approach of Jbabdi et al. [13] in which tractography is con-
strained by global connections between brain regions. In [14],
O’Donnell et al. propose a probabilistic fiber atlas that allows
multiple-subject registration of whole brain tractograms. In a
similar vein, Li et al. [15] use a graph model whose vertices are
predefined cortex regions of interest. Atlas-free methods take
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advantage of graph representations in a different way: a graph
is attached to the tensor field and the fiber-structure solutions
are the edge configurations that minimize a global energy [16]–
[18]. The method proposed in this paper belongs to this category
and is related to a previous work of ours [16]; in both cases, a
graph is stretched over the whole myocardium to represent the
fiber structure, and the optimal tractograms minimize an energy
function whose variables are binary edge weights. However, our
approach here differs from that in [16] in two ways. First, we
design a new energy function to increase robustness to noise;
in particular, the data-fidelity penalty is no longer discrete and
the prior penalties introduce more valuable information on fiber
shape. Second, we perform optimization using a recent general-
ization of SA, namely, stochastic continuation (SC) [19]–[21],
which offers more design freedom without sacrificing theoreti-
cal convergence guarantees.

C. Organization

This paper is organized as follows. Section II is devoted
to the proposed model for global tractography and Section III
describes the associated stochastic optimization algorithm. We
present our numerical experiments in Section IV, followed by
concluding remarks.

II. GLOBAL GRAPH-BASED TRACTOGRAPHY

A. Assumptions

When dealing with low angular resolution and high noise,
the poor quality of the data can be compensated by the fact
that, at the macroscopic scale, the myocardium is a network of
fiber bundles that neither cross nor split apart. In this case, we
can use the single-tensor model: the noise-free diffusion signal
along the ith encoding direction is of the form

Si = S0 e−bg
T
i Dgi (1)

where S0 is the signal with no diffusion gradient applied, b
is a positive constant, gi ∈ R3 is the ith gradient direction, and
D ∈ R3×3 is the tensor characterizing the diffusion (in practice,
D is estimated from the reference signal S0 and the diffusion
signals Si by singular value decomposition [22]). This model
allows us to use a standard acquisition scheme such as spin-
echo with a small number of encoding directions; it is therefore
compatible with in vivo imaging constraints, as opposed to mul-
titensor representations obtained by high angular resolution dif-
fusion imaging [23], diffusion spectrum imaging [24], or q-ball
imaging [25].

The information used by our tractography algorithm is a vec-
tor field f : R3 → R3 carrying information on the principal
diffusion direction and its reliability. For every x ∈ R3 ,

f(x) = FA(x)v1(x) (2)

where FA(x) and v1(x) are the fractional anisotropy and the
normalized principal eigenvector of the tensor at position x,
respectively. This compression of the tensor information re-
duces computational costs and is fully justified for noisy diffu-
sion data; indeed, while high fractional anisotropy translates to

high confidence that the fiber orientation coincides with the prin-
cipal eigenvector, small fractional anisotropy indicates that no
preferential orientation can be reliably inferred from the tensor.

B. Graph Model

We represent the fiber architecture by a boolean-weighted
undirected graph

G = (V, E ,ω) (3)

where the set of vertices V is supported by a cubic lattice cover-
ing the myocardium, the set of edges E connects the vertex pairs
defined by a nearest-neighbor system on V , and ω ∈ {0, 1}|E|
is a set of boolean weights indicating the fiber locations (the
notation |E| stands for the number of edges in G). More pre-
cisely, the set of edges is defined by

E = {{v, v′} ⊂ V | v′ ∈ N (v)} (4)

N (v) = {v′ ∈ V | 0 < ‖x(v′)− x(v)‖ � ρ} (5)

where x(v) ∈ R3 denotes the spatial position of v and the radius
ρ > 0 is fixed ( ‖ · ‖ denotes the usual Euclidean norm). The
weight ω(e) of an edge e ∈ E has the following interpretation:

ω(e) =

{
1 if e is part of a fiber

0 otherwise.
(6)

We call e active if ω(e) = 1 and inactive if ω(e) = 0.

C. Energy Function

The graph model facilitates the representation of the interac-
tions between the lattice points, and hence the introduction of
prior knowledge to design a suitable energy function for global
tractography. We first describe the data-fidelity penalty, which
is similar to the fiber score of Aganj et al. [26] in that we use line
integrals along the fiber paths and we measure the confidence in
the data via the fractional anisotropy. Then, we introduce prior
information in the form of fiber density and curvature penalties
to obtain the final formulation of the tractography problem. Our
choice encourages the active edges of the graph model to be
consistent with the data in anisotropic regions (that is, where
there is no ambiguity in the interpretation of the data), whereas
in isotropic regions, the data-fidelity constraint is relaxed and
the diffusion direction is inferred from neighboring anisotropic
locations via the fiber density and curvature penalties.

1) Data Fidelity: Let F : R3 ×R3 → R+ be the segment
penalty function defined by

F (a, b) = FA([a, b])− 1
‖b− a‖

∫
[a,b]
|f · dx| (7)

where FA([a, b]) denotes the average fractional anisotropy over
the segment [a, b] and

∫
[a,b] |f · dx| is the nonoriented line

integral of f along [a, b]. Equivalently,

F (a, b) =
∫ 1

0
FA(s(t))

(
1− |〈v1(s(t)), b− a 〉|

‖b− a‖
)

dt (8)

where s(t) = a + t(b− a) and 〈· , ·〉 denotes the usual inner
product. The segment penaltyF (a, b) is zero when the principal
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Fig. 1. (a) Neighborhood of a vertex v supporting two active edges
ek and el . The penalty Fk ,l is obtained by integrating over the green
segment. (b) Four active edges containing v and possibly corresponding
continuous fibers (blue dotted curves) — the data-fidelity penalty at v is
given by (11).

diffusion direction v1 is parallel to b− a at each point of [a, b].
Conversely, F (a, b) reaches its maximum value FA([a, b])
when v1 is orthogonal to b− a everywhere on [a, b].

The adequacy between the graph model and the diffusion data
is measured using segment penalties associated with adjacent
pairs of edges, that is, penalties

Fk,l = F (x(vk ), x(vl)) (9)

with vk and vl being such that ek = {vk , v} and el = {v, vl}
are active edges for some common vertex v, as schematized in
Fig. 1(a). Let Zv (ω) denote the number of pairs of active edges
containing a given vertex v. The data-fidelity penalty at v is
defined by

U0(v,ω) =
1

Zv (ω)

∑
{vk ,vl }⊂N (v )

ω(ek )ω(el)Fk,l (10)

if Zv (ω) � 1 and U0(v,ω) = 0 if Zv (ω) = 0. For example, in
the case shown in Fig. 1(b), the data-fidelity penalty at v is the
average of the six segment penalties obtained by pairing the four
active edges, that is,

U0(v,ω) =
1
6

∑
{k,l}∈C(4,2)

Fk,l (11)

where C(4, 2) is the set of 2-combinations of [1 . . 4].
If Zv (ω) is nonzero, U0(v,ω) is the average of the segment

penalties F (x(vk ), x(vl)) over the pairs of distinct active edges
{vk , v} and {v, vl}. Therefore, as long as v is adjacent to two
or more active edges, U0(v,ω) does not favor dense over sparse
active-edge configurations or vice versa. Besides, U0(v,ω) is
independent of the resolution of the vertex lattice, since the line
integral

∫
[a,b] |f · dx| in (7) is normalized by the integration

length.
2) Fiber Density: At the macroscopic scale, the diffusion

trajectories in the myocardium can be viewed as curvilinear
objects without intersections [2]. This observation is also sup-
ported by the helical ventricular myocardial band model [27],
[28], which allows us to describe fiber bundles as 1-D curves
lying on the 2-D myocardial band embedded in R3 . In the graph
model, this translates to a homogeneous cross-sectional fiber
density fixed by the resolution of the vertex lattice.

Let dv (ω) ∈ N be the active degree of a vertex v, that is,

dv (ω) =
∑

v ′∈N (v )

ω({v, v′}). (12)

To discourage fiber splitting and fiber crossing, we attach to
each vertex v the density penalty

U1(v,ω) =

⎧⎪⎨
⎪⎩

1/2 if dv (ω) ∈ {0, 1}
0 if dv (ω) = 2

dv (ω) if dv (ω) � 3.

(13)

This term favors vertices with two adjacent active edges, and
hence fiber structures in which each vertex belongs to a single
fiber. The cases dv (ω) = 0 and dv (ω) = 1 correspond, respec-
tively, to a nonconnected vertice and a fiber ending. Since these
events are much more likely than fiber splitting and fiber cross-
ing, they are assigned a penalty significantly smaller than in the
case where dv (ω) � 3.

3) Fiber Curvature: Histological and X-ray computed
tomography observations in healthy hearts show that the car-
diomyocytes are well-aligned at the microscopic scale and that
they form fiber bundles with small or moderate curvature at the
macroscopic scale [2], [29]. In the graph model, defining the
fiber curvature at a vertex position x(v) makes sense only if v is
incident with exactly two active edges, say {vk , v} and {v, vl},
in which case we denote by θ(v) the angle between the vec-
tors x(vk )− x(v) and x(vl)− x(v). We propose to limit the
formation of high-curvature trajectories via the penalty

U2(v,ω) =

{
1− fσ (θ(v)− π/2) if dv (ω) = 2

1 otherwise
(14)

where fσ denotes the logistic function with steepness parameter
σ > 0 :

fσ (t) =
1

1 + exp(−σt) . (15)

If dv (ω) = 2, the term 1− fσ (θ(v)− π/2) penalizes angles
smaller than π/2 (that is, high local curvature) and promotes
angles close toπ (that is, aligned active edges). If dv (ω) 
= 2, the
curvature penalty is set to its maximum value 1 to avoid an effect
opposite to that of the density penalty U1(v,ω). The definition
of U2(v,ω) amounts to thinking of θ(v) as a random variable
following a logistic distribution with mean π/2 and variance
π2/(3σ2). Following this interpretation, fσ (t) is the probability
that θ(v) � t+ π/2, and we set σ so that fσ (π/6) = 0.9, or,
equivalently, P (θ(v) � 2π/3) = 0.1.

4) Graph Energy and Fiber-Structure Solutions:
The raw solutions to the graph-based tractography problem
are the edge-weight configurations that minimize a function
combining the data-fidelity and prior penalties. This function is
called the graph energy and is defined on the set Ω = {0, 1}|E|
by

U(ω) =
∑
v∈V

(
U0(v,ω) + αU1(v,ω) + βU2(v,ω)

)
(16)

where α and β are positive parameters respectively control-
ling the strengths of the fiber density and curvature penalties.
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In this way, the priors U1(ω) =
∑

v U1(v,ω) and U2(ω) =∑
v U2(v,ω) balance the action of the data-fidelity penalty

U0(ω) =
∑

v U0(v,ω) by favoring solutions with sparse split-
tings and crossings and moderate average curvature. Put another
way, the minima of U are compromises between two extreme
cases: on the one hand, minimizing U0 alone produces totally
disconnected active-edge configurations (becauseU0(v,ω) = 0
ifZv (ω) = 0), and on the other hand, minimizing a positive lin-
ear combination of U1 and U2 yields straight-line fibers.

A discrete fiber-structure solution is a set {φi}i∈I of noncyclic
pathsφi = (v ik )k∈[1 . .Ki ] extracted from a raw solution ω∗. More
precisely, for every i ∈ I and every k ∈ [1 . .Ki − 1], the vertex
v ik+1 is in the neighborhood of vik , the edge {vik , vik+1} is active
in ω∗, and vik appears only once in φi , that is,

v ik+1 ∈ N (vik ), ω∗({vik , vik+1}) = 1

and vil 
= vik if l 
= k.
(17)

Since the positions of the vertices are fixed, we view each
discrete fiber φi as a set of control points of a Bézier curve
ϕi : [0, 1]→ R3 representing a real fiber bundle:

ϕi(t) =
Ki∑
k=0

BKi

k (t)x(v ik ) (18)

whereBK
k denotes the kth Bernstein basis polynomial of degree

K. We call {ϕi}i∈I a smooth fiber-structure solution.

III. STOCHASTIC OPTIMIZATION

Our global tractography problem is a large-scale labeling
problem which consists in finding binary edge-weights so that
the graph energy U in (16) is the lowest possible. The main
difficulty lies in the huge computational cost, as U has many
local minima and the state space Ω has large dimensionality (for
example, the dimension |E| = 1

2

∑
v |N (v)| of Ω is close to 105

for the 26 nearest-neighbor system and a small 20× 20× 20
vertex lattice).

The most popular deterministic methods for solving large-
scale discrete labeling problems are iterated conditional modes
(ICM) [30], loopy belief propagation [31], tree-reweighted mes-
sage passing [32], and graph cuts [33]. However, except for
ICM, these methods are restricted to specific classes of energy
functions that do not contain U . As regards probabilistic ap-
proaches, evolutionary algorithms are not adapted to large-scale
optimization problems (although some have interesting global
convergence properties [34]), which leaves us with SA. Roughly
speaking, SA can be viewed as a stochastic version of ICM
whose key feature is to allow uphill moves to escape local min-
ima. These moves are accepted with a probability controlled by
a temperature parameter that decreases slowly enough to ensure
probabilistic convergence to a global minimum.

This section is divided into five sections: Sections III-A and
III-B provide a short description of SA along with finite-time
convergence results (we refer to [20] and [21] for a comprehen-
sive introduction to annealing-based algorithms); Section III-C
is dedicated to the design of a candidate-solution generation
mechanism adapted to the proposed graph energy; Section III-D

gives implementation details; and Section III-E discusses the
tuning of the temperature schedule.

A. Simulated Annealing Algorithm

Let U be a real-valued function to be minimized on a finite
state space Ω. An SA algorithm with energyU is a discrete-time,
nonhomogeneous Markov chain (Xn )n�0 with transitions con-
trolled by a cooling schedule and a communication mechanism.
The cooling schedule is a sequence of temperatures (Tn )n�1 de-
creasing to zero, and the communication mechanism is a Markov
matrix q : Ω2 → [0, 1] giving the probabilities of the possible
moves in the state space. This matrix must have symmetric
support and be irreducible, that is, q(ω,ω′) > 0 if and only
if q(ω′,ω) > 0, and any state can be reached from any other
state with a positive probability and in finitely many moves. The
transitions probabilities of the annealing chain (Xn )n are given
by

P(Xn = ω′ |Xn−1 = ω)

= q(ω,ω′) exp
(
−max

{
U(ω′)− U(ω)

Tn
, 0

})
(19)

and the probability to stay at the current state ω is 1−∑
ω′ 
=ω P(Xn = ω′ |Xn−1 = ω). In other words, downhill

moves are unconditionally accepted, whereas an uphill move
from ω to ω′ at iteration n is accepted with probability
exp(−(U(ω′)− U(ω))/Tn ). In practice, a finite-time realiza-
tion (ωn )n∈[0 . .N ] of (Xn )n is generated as follows:

pick an initial state ω0 ∈ Ω
for n = 1 to N

draw a state ω′ from the
probability distribution q(ωn−1 , · )

set Δ←− U(ω′)− U(ωn−1)
if Δ � 0 then set ωn ←− ω′

else
choose δ ∈ [0, 1] uniformly at random
if δ � exp(−Δ/Tn ) then set ωn ←− ω′

else set ωn ←− ωn−1
end(if)

end(if)
end(for)

B. Main Convergence Results

The intuition behind SA is that the distribution of Xn con-
centrates on the global minima of U as Tn decreases to zero.
Although early theory advocates logarithmic cooling [35], [36],
successful applications of SA use exponential cooling for prac-
tical convergence reasons. The justification for exponential
cooling is given in [37], where it is proved that the convergence-
speed exponent of SA has an upper bound ν� and that this
bound can be reached in the following sense: there exist T0 > 0
and a positive sequence (ζN )N�1 such that the final state XN

N

of the annealing chain (XN
n )n∈[1 . .N ] controlled by the cooling
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schedule (T0 exp(−nζN ))n∈[1 . .N ] satisfies

ln P
(
U

(
XN
N

)
> minΩ U

) ∼ lnN−ν
�

. (20)

It follows that for every ν ∈ (0, ν�),

P
(
U

(
XN
N

)
> minΩ U

)
� N−ν (21)

whenN is large enough, which shows that SA with exponential
cooling can have a convergence-speed exponent arbitrarily close
to the maximum possible value ν� .

In practice, the efficiency of SA depends strongly on the
choice of the communication mechanism and on the tuning of
the cooling schedule. Before discussing our choices in the next
sections, it should be noted that the constraints on the design
of SA algorithms can be relaxed by letting the communication
mechanism vary with temperature. This variant of SA belongs
to the class of SC algorithms [20], [21] and shares the opti-
mal convergence properties of standard SA under the following
conditions.

1) As T decreases to zero, the temperature-dependent com-
munication mechanism qT converges pointwise to a
Markov matrix q;

2) The limit communication mechanism q has symmetric
support, is irreducible, and can rest anywhere in the sense
that q(ω,ω) > 0 for all ω;

3) The set of possible moves eventually freezes, that is,
qT (ω,ω′) > 0 if and only if q(ω,ω′) > 0 when T is
small enough.

C. Communication Strategy

Our communication strategy uses three basic mechanisms
q(j ) , j ∈ {1, 2, 4}, defined on the set Ω = {0, 1}|E| of all edge-
weight configurations. These mechanisms are illustrated in
Fig. 2 and allow the following types of moves.

1) Single-edge moves (j = 1): a single-edge move is imple-
mented by picking and edge e uniformly at random and
then inverting its weight ω(e) (from active to inactive or
vice versa).

2) Edge-pair moves ( j = 2): an edge-pair move is a com-
bination of two single-edge moves sharing a common
vertex; it is implemented by picking a vertex v and two
distinct edges ek = {vk , v} and el = {v, vl} uniformly at
random and then inverting the weights ω(ek ) and ω(el).

3) Edge-chain moves ( j = 4): an edge-chain move is a com-
bination of four single-edge moves; it consists in invert-
ing the weights of the edges in a walk ek1 ek2 ek3 ek4 se-
lected by picking uniformly at random ek1 = {vl1 , vl2 },
ek2 = {vl2 , vl3 } ∈ E \ {ek1 } and so on.

Let Ωj (ω) denote the set of states ω′ such that q(j )(ω,ω′) is
nonzero, that is,

1) Ω1(ω) is the set of states that differ from ω in exactly
one edge;

2) Ω2(ω) is the set of states that differ from ω in exactly
two edges ek and el such that |ek ∩ el | = 1; and

3) Ω4(ω) is the set of states that differ from ω in exactly
four edges ek1 , . . . , ek4 such that |eki ∩ eki+ 1 | = 1 for
each i ∈ {1, 2, 3}.

Fig. 2. Examples of moves starting from the edge configuration on
the left using the communication mechanisms q(j ) , j ∈ {1, 2, 4}. The red
solid lines represent the active edges, and the green dotted lines indicate
the edges whose weights are to be inverted if the move is accepted.

In all three cases, ω′ ∈ Ωj (ω) ⇐⇒ ω ∈ Ωj (ω′), and thus
q(1) , q(2) , and q(4) have symmetric support. Besides, since any
state can be reached from any other state by inverting a finite
number of weights, q(1) is irreducible. However, q(2) and q(4)

are not, as edge-pair and edge-chain moves do not change the
parity of the number of active edges. A simple way to enforce
the irreducibility of q(2) and q(4) is to use these mechanisms in
conjunction with single-edge moves. This leads to the compound
mechanism

q = κ1 q
(1) + κ2 q

(2) + κ4 q
(4) (22)

where the coefficients κj ∈ [0, 1] are such that κ1 > 0 and κ1 +
κ2 + κ4 � 1. Each κj is the probability of choosing q(j ) for
generating a move, and the quantity 1− (κ1 + κ2 + κ4) is the
probability of letting the algorithm rest in the current state. The
pseudocode implementation of q is the following.

choose κ ∈ [0, 1] uniformly at random
if κ < κ1 then draw ω′ from q(1)(ω, · )
else if κ < κ1 + κ2 then draw ω′ from q(2)(ω, · )
else if κ < κ1 + κ2 + κ4 then

draw ω′ from q(4)(ω, · )
else set ω′ ←− ω
end(if)

Ideally, the communication mechanism should ensure effi-
cient exploration of the state space at high temperatures as
well as a “reasonable” acceptance rate at low-temperatures. A
simple way to balance these conflicting demands is to use a
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temperature-dependent mechanism of the form

qT =
∑

j∈{1,2,4}
κj (T )q(j ) . (23)

The resulting SC algorithm shares the convergence proper-
ties of standard SA if each function κj : (0,+∞)→ [0, 1] has
a limit κj (0+) as T decreases to zero and if κ1(0+) > 0
and κ1(0+) + κ2(0+) + κ4(0+) < 1. The functions κ1 and
κ4 should be respectively decreasing and increasing to favor
smaller moves at low temperatures and larger moves at high
temperatures. The choice of κ2 depends on whether edge-chain
moves are used or not. If κ4 = 0, then κ2 should be increasing
so that edge-pair moves are more likely at high temperatures.
Otherwise, we can favor edge-pair moves at mid-temperatures
and edge-chain moves at high temperatures by choosing κ2 to
be increasing on (0, T ∗] and decreasing on [T ∗,+∞) for some
T ∗ > 0.

D. Implementation Details

The computation of the graph energy (16) is expensive, but
it does not need to be performed at each SA iteration. Rather,
we only have to compute the energy difference U(ω′)− U(ω)
between the candidate and current solutions.

By definition, U(ω′)− U(ω) breaks down into the differ-
ences in data fidelity, fiber density, and fiber curvature. The
computation of the difference in data fidelity, namely,

U0(ω′)− U0(ω) =
∑
v∈V

(
U0(v,ω′)− U0(v,ω)

)
(24)

is by far the most expensive and therefore deserves particular
attention. For every vertex v and every edge e containing v, we
define

Yv,e(ω) =
2(

dv (ω)− ω(e)
)(
dv (ω)− ω(e) + 1

) (25)

with the convention that Yv,e(ω) = 0 if dv (ω) = ω(e). If ω′

differs from ω in exactly one edge e = {v, v′}, it can be shown
that

U0(ω′) − U0(ω) = (1− 2ω(e))

×
⎛
⎝Yv,e(ω)

∑
u∈N+ (v )\{v ′}

F (x(u), x(v))

+ Yv ′,e(ω)
∑

u∈N+ (v ′)\{v}
F (x(u), x(v′))

⎞
⎠ (26)

where N+(v) = {u ∈ N (v) | ω({u, v}) = 1} (note that the
segment penalties in the first sum are all different from those
in the second sum). In the case of multiple edge moves such as
edge-pair and edge-chain moves, the difference in data fidelity
is simply obtained by chaining single-edge moves; that is, if ω′

and ω differ in j edges ek1 , . . . , ekj , then

U0(ω′)− U0(ω) =
∑

i∈[1 . . j ]

(
U0(ω(i))− U0(ω(i−1))

)
(27)

where ω(0) = ω and for every i ∈ [1 . . j], ω(i) is the configu-
ration generated from ω(i−1) by inverting the weight ω(eki ) so
that U0(ω(i))− U0(ω(i−1)) has the form (26).

To speed-up the optimization process, the segment penalties
F (x(u), x(v)) are precomputed and stored in a sparse matrix
with rows and columns indexed by V . The numerical evalua-
tion of (26) then requires at most dv (ω) + dv ′(ω) + 2ω(e) + 3
floating-point operations and 2ω(e) + 4 fixed-point operations.
On average, this computational cost is multiplied by 2 for edge-
pair moves and by 4 for edge-chain moves.

E. Tuning of the Cooling Schedule

The theoretical results in [21] suggest to use piecewise-
constant exponential cooling schedules of the form

Tn = Tmax

(
Tmin

Tmax

) 1
γ −1 (�n/L�−1)

(28)

where γ is the number of constant-temperature stages, each of
length L (we use L = |E| in our experiments), and � · � is the
ceiling function. Usually, the total number of iterationsN = γL
is fixed by the available computing resources, and thus the effi-
ciency of annealing is governed by the start and end temperatures
T1 = Tmax and TN = Tmin .

It is common practice to select Tmax and Tmin so that the
uphill acceptance rates χmax and χmin at the beginning and
end of the annealing chain satisfy 1 > χmax > 0.5� χmin > 0
[38]. Here, we do so by using finite-time realizations of the
homogeneous Markov chains with transition matrices q∞ =
limT→+∞ qT and q0 = limT→0+ qT . The first step is to sim-
ulate these chains independently until their realizations each
contain a given number M of uphill moves, that is, until we
have a set M∞ of M pairs (ω,ω′) such that U(ω′) > U(ω)
and q∞(ω,ω′) > 0, and a setM0 defined similarly for q0 . Then,
Tmax and Tmin are chosen to be the temperatures such that the
average acceptance probabilities of the moves inM∞ andM0
are equal to given values of χmax and χmin . More precisely,
Tmax is the solution of

∑
(ω,ω′)∈M∞

exp
(
− U(ω′)− U(ω)

T

)
= Mχmax (29)

and Tmin is the solution of the similar equation with M0 and
χmin replacingM∞ and χmax .

Because exponential cooling is not much affected by an over-
estimation ofTmax or an underestimation ofTmin , we have some
latitude in choosing the parameters M , χmax , and χmin . From
our experience, efficient schedules are obtained by taking M
of the order of 10 to 100 times the number of variables of U,
χmax ∈ [0.6, 0.9], andχmin ∈ [10−4 , 10−3 ] (in our experiments,
we use M = 50|E|, χmax = 0.8, and χmin = 10−3).
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Fig. 3. Numerical phantom: (a) the green curve represents the shape
of the tensor data, a helical vector field with fixed angle ϑ; (b) synthetic
fibers obtained for ϑ = π/8 (the colors reflect the local fiber orientations).

IV. EXPERIMENTAL RESULTS

A. Numerical Phantom Experiments

We begin with numerical phantom experiments so that a
ground truth is available to assess performance. The phantom is
depicted in Fig. 3 and consists of a set of helical fibers located
in the cylindrical region

R =
{
(x, y, z) ∈ R3

∣∣ 8 � ‖(x, y)‖ � 14, |z| � 9
}

(30)

where the dimensions are in millimeter. The correspond-
ing noise-free DT field D∗ has eigenvalues (λ1 , λ2 , λ3) =
(1, 0.2, 0.2) m2 · s−1 everywhere and eigenvectors⎧⎪⎨

⎪⎩
v1 = cosϑuθ + sinϑuz

v2 = −ur

v3 = v1 ∧ v2

(31)

where ur = (cos θ, sin θ, 0), uθ = (− sin θ, cos θ, 0), and
uz = (0, 0, 1) are the cylindrical basis vectors.

A noisy tensor field is obtained by first adding Rician noise
to the diffusion-weighted (DW) volumes generated from D∗

(we use the single-tensor model with six gradient directions)
and then computing back the tensors from the corrupted DW
volumes using singular value decomposition. The standard
deviation σR of the Rician noise is defined via the decibel level
of the signal-to-noise ratio:

SNR [dB] = 20 log
(
σ∗/σR

)
(32)

where σ∗ is the standard deviation of the noise-free DW volumes
in the regionR. Fig. 4 shows slices of the DW volumes and DT
fields for SNRs ranging from +∞ (no noise added) to 0 dB. To
fix ideas, the SNR is of the order of 10 dB for in vivo cardiac
data.

1) Error Measures: We assess the quality of the results
using a measure of angular deflection with respect to the ex-
pected helical curves and a measure of fiber dissimilarity in-
spired from [39].

Let Φ = {ϕi}i∈I be a smooth fiber-structure solution ob-
tained as explained in Section II-C4, and let Ψ denote the set of
helical fibers of the phantom. We define the distance between

Fig. 4. Slices of the DW volumes and DT fields for different SNRs:
(a) +∞ (no noise); (b) 25 dB; (c) 15 dB; (d) 0 dB. (In the ellipsoidal
representations of the tensors, the colors encode the orientations and
the shape reflects the fractional anisotropy.)

two fibers ϕ ∈ Φ and ψ ∈ Ψ by

d(ϕ,ψ) =
(

1
�(ϕ)

∫ 1

0
‖ϕ(t)− ψ(t)‖2‖ϕ′(t)‖dt

)1/2

(33)

where �(ϕ) is the arc length of ϕ. For every i ∈ I, we denote
by ψi the closest synthetic fiber to ϕi , that is,

ψi = arg min
ψ ∈Ψ

d(ϕi, ψ) (34)

and we define the average angle between ϕi and ψi by

θ(ϕi) =
1

�(ϕi)

∫ 1

0
θ(ϕ′i(t), ψ

′
i(t))‖ϕ′i(t)‖dt (35)
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where θ(u,v) = arccos(〈u,v〉/(‖u‖·‖v‖)).
The angular deflection μang and the fiber dissimilarity μsim

are defined as follows:

μang =
1
|I|

∑
i∈I

sin θ(ϕi) (36)

μsim =
1
|I|

∑
i∈I

d(ϕi, ψi) sin θ(ϕi). (37)

The former reflects the adequacy of Φ to the principal diffusion
direction field, and the latter characterizes the adequacy between
Φ and Ψ in terms of distance and angular accuracy. The smaller
their values, the better the quality of the estimated fibers.

2) Deterministic Versus Stochastic Optimization:
We first compare the fiber structures estimated from the 25 dB
SNR data using three optimization strategies: ICM, standard
SA, and SA with temperature-dependent communication (re-
ferred to as SC). Our choice of the ICM method to illustrate the
benefits of SA compared to a deterministic approach is moti-
vated by two reasons: first, as already mentioned in Section III,
other popular deterministic methods for solving large-scale dis-
crete labeling problems do not apply to the graph energy (16),
and second, ICM can be likened to SA at zero temperature.

The algorithms considered are ICM with single-edge moves
(ICM1), ICM with edge-pair moves (ICM2), SA with single-
edge moves (SA1), SC without edge-chain moves (SC1,2), and
SC with edge-chain moves (SC1,2,4). The communication mech-
anism of SC1,2 explores the state space by changing one or two
edges at a time, starting with a high probability of selecting edge-
pair moves and ending with predominant single-edge moves; it
has the form (23) with

κ1(T ) =
ln(Tmax/T )

ln(Tmax/Tmin)

κ2(T ) = 1− κ1(T ), and κ4(T ) = 0. (38)

(For the above choice of κ1 and a cooling schedule of the
form (28), (κ1(Tn ))n∈[1 . .N ] is a piecewise-constant sequence
increasing linearly from 0 to 1.) The communication mechanism
of SC1,2,4 combines edge-pair and edge-chain moves during the
first half of the iterations and edge-pair and single-edge moves
during the second half: the function κ1 is such that κ1(Tn ) is
zero for n < �N/2� and then increases from 0 to 1, and κ2 and
κ4 are defined by

κ2(T ) = 1−max(κ1(T ), κ4(T ))

and κ4(T ) = κ1(Tmin + Tmax − T ). (39)

The graph model has vertices on a 29× 29× 19 cubic lattice
with a 1 mm step size and edges defined by the 26-nearest neigh-
bor system. The prior strength parameters α and β are, respec-
tively, set to 0.2 and 0.5 — these values yield consistently good
solutions in terms of fiber similarity and are kept the same in all
the experiments. The cooling schedules of SA and SC are tuned
as described in Section III-E and the number of iterations N is
set to 105 times the number of edges.

The fiber structures produced by the different algorithms are
shown in Fig. 5. The associated energy and fiber dissimilarity

Fig. 5. Fiber structures obtained by minimizing the graph energy (16)
using different optimization algorithms (the colors reflect the local fiber
orientations).

TABLE I
ENERGY (RELATIVE TO ICM1 ) AND FIBER DISSIMILARITY OF THE FIBER

STRUCTURES SHOWN IN FIG. 5

Algorithm ICM1 ICM2 SA1 SC1 , 2 SC1 , 2 , 4

Energy 0 −1541 −2480 −2478 −2482
μ s im 0.0839 0.0337 0.0135 0.0128 0.0122

values are reported in Table I (the energy values are given relative
to that achieved by ICM with single-edge moves). We observe
that ICM gets stuck in poor local minima, especially when using
only single-edge moves, which emphasizes the complexity of
the energy landscape and suggests that reliable fiber structures
are located in deep basins of attractions. (The performance of
ICM may be improved by introducing larger moves, but then
the computational load would exceed that of SA without even
guaranteeing probabilistic convergence to a global minimum.)
In contrast, the results obtained using SA and SC are quantita-



ROBINI et al.: GLOBAL DIFFUSION TRACTOGRAPHY BY SIMULATED ANNEALING 657

TABLE II
ANGULAR DEFLECTION AND FIBER DISSIMILARITY AS FUNCTIONS OF THE
NOISE LEVEL FOR THE STREAMLINE ALGORITHM AS [4], THE BAYESIAN

MODEL-BASED ALGORITHM AB [17], THE GRAPH-BASED ALGORITHM AG
[16], AND THE PROPOSED ALGORITHM A� := SC1 ,2 ,4

SNR 0 dB 5 dB 10 dB 15 dB

AS 0.6312 0.4656 0.2498 0.1210
μang AB 0.3253 0.2608 0.2306 0.2196

AG 0.7186 0.6987 0.4983 0.1770
A� 0.3237 0.2454 0.2230 0.2159

AS 0.0774 0.0365 0.0090 0.0017
μ s im AB 0.0745 0.0311 0.0274 0.0207

AG 0.1975 0.1674 0.1133 0.0069
A� 0.0671 0.0244 0.0104 0.0099

tively close to the true fibers and visually similar. This indicates
two things: first, the solutions obtained by stochastic optimiza-
tion are close to a global minimum (or at least near the bottom of
a deep basin of attraction), and second, the proposed graph en-
ergy is well defined in the sense that its deepest minima coincide
with fiber structures close to the true fibers.

3) Robustness to Noise: We assess the robustness to
noise by comparing the SC algorithm SC1,2,4 with the streamline
algorithm AS of Basser et al. [4], the global Bayesian model-
based algorithm AB of Reisert et al. [17] and the global
graph-based algorithm AG of Frindel et al. [16]. The stream-
line algorithm AS is implemented using a fourth-order Runge–
Kutta integration scheme with a 0.3 mm-step size (the tracking
is stopped when either the fractional anisotropy is smaller than
1/4 or the angle between two successive directions is smaller
than 2π/5). For the Bayesian model-based algorithm AB, we
use the implementation in the DTI&FiberTools package1 with
parameters manually tuned for best performance for heart trac-
tography (AB was originally designed for brain tractography).
The parameter setting of the graph-based algorithm AG is as in
[16].

For simplicity, we denote SC1,2,4 by A� from now on. Ta-
ble II gives the error measures of the fiber structures produced
by the four competing algorithms for SNR values of 0, 5, 10,
and 15 dB. (As an illustration, Fig. 6 displays the solutions ob-
tained for a 10 dB SNR.) We observe that the angular deflection
achieved by AB and A� is little affected by noise (contrary to
AG and AS) and that A� yields the smallest angular deflection
in the [0, 10] dB SNR range. In terms of fiber similarity, A� re-
spectively outperformsAS,AB, andAG in the [0, 5], [0, 15], and
[0, 10] dB SNR ranges. Concerning the results of the streamline
algorithm, it should be stressed that shorter fibers are closer to
the true fibers in terms of the distance (33), resulting in that
μsim is biased to the disadvantage of long fibers, and hence to
the advantage of AS. Consider for example the fiber structures
displayed in Fig. 6(a) and (d). While the fibers estimated byAS

wave around the true fibers,A� produces a smoother tractogram
which is more faithful to the expected helical shape, but μsim is
smaller forAS than forA� (0.0090 against 0.0104). The reason

1www.uniklinik-freiburg.de/mr-en/research-groups/diffperf/fibertools.html

Fig. 6. Fiber structures estimated from the DW volumes corrupted by
10 dB SNR Rician noise: (a) streamline algorithm [4]; (b) Bayesian model-
based algorithm [17]; (c) graph-based algorithm [16]; and (d) proposed
algorithm.

is that the average fiber length is shorter forAS than forA� , and
thus so is the distance to the set of true fibers, which compen-
sates for the fact that AS yields a larger angular deflection than
A� .

In summary, our algorithm is the most stable and outperforms
AS, AB, and AG for SNR values below 10, 15, and 12 dB,
respectively. The increase in performance compared to AG is
due to (i) the new formulation of the data-fidelity penalty (which
performs path integration rather than vertex-wise operations),
(ii) the introduction of the fiber curvature penalty, and (iii) the
improvement of the optimization strategy. Our results show in
particular that a graph-based representation alone does not solve
the issue of low SNR data and that the definition of the graph
energy is equally important.

B. Experiments on Real Data

The aim of this section is to demonstrate the capability of the
proposed algorithm A� to deal with real cardiac data with low
angular resolution and low SNR. Our data were acquired ex vivo
from the heart of a healthy patient who died accidentally, using
a Siemens Avanto 1.5T scanner with an echo-planar sequence.
The sequence parameters were as follows: 128× 128 image
size, 54 axial contiguous slices, 2× 2× 2 mm3 voxel size,Nd =
12 gradient directions, Ne = 6 excitations, 8600 ms repetition
time, and 1000 s ·mm−2 b-value.

We ran the algorithms AS, AB, AG, and A� using the full
data (that is, Nd = 12 and Ne = 6) and a partial data set ob-
tained by keeping six directions uniformly distributed on the
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Fig. 7. Fiber structures estimated from human cardiac data acquired
using 12 gradient directions and 6 excitations: (a) streamline algo-
rithm [4]; (b) Bayesian model-based algorithm [17]; (c) graph-based al-
gorithm [16]; and (d) proposed algorithm.

half-sphere and one excitation per direction (that is,Nd = 6 and
Ne = 1). The fiber structures estimated from the full data are
shown in Fig. 7, where we observe a left-handed helical orien-
tation coherent with the architecture of a healthy human heart.
The algorithm A� produces a better organized structure than
the other three algorithms, particularly in the basal ring. Fig. 8
shows mid-cavity slices of the fiber structures estimated from
the full and partial data sets (first and second column, respec-
tively). The streamline algorithmAS (first row) is more sensitive
to data loss than the graph-based algorithms AG and A� (third
and bottom row), and the Bayesian algorithm AB (second row)
fails to fill the full thickness of the left ventricular wall. Also,
the deterioration in fiber quality resulting from data loss is much
stronger for AG than for A� , which agrees with our findings in
the numerical phantom experiments.

The spatial sampling effect observed in Fig. 8 for the graph-
based algorithms is due to the low resolution of the data and the
projective view rather than to the graph model. Indeed, seem-
ingly straight-line fiber pieces are also visible for streamlining
(and in the same regions as for the graph-based algorithms), but
less clearly because of the higher cross-sectional fiber density.
This higher density produces a good visual effect in the full-
data case, but the problem with streamlining is that a low SNR
is accompanied by a high fiber-splitting rate and a low fiber
density, resulting in missing myocardial segments at the noise
levels typical of in vivo cardiac imaging.

Fig. 8. Mid-cavity slices of the solutions produced by the tractography
algorithms (the displayed fiber segments are located in a 4 mm thick
slice parallel to the short axis plan). Left column: fiber structures esti-
mated from the full data (12 directions, 6 excitations). Right column: fiber
structures estimated from the partial data (6 directions, 1 excitation).

The ground truth being unknown, we cannot confirm the ob-
servations made from Figs. 7 and 8 using the error measures
employed in the phantom experiments. Instead, we use the av-
erage fiber length

μL =
1
|I|

∑
i∈I

�(ϕi) (40)

and the average fiber curvature

μκ =
1
|I|

∑
i∈I

1
�(ϕi)

∫ 1

0

‖ϕ′i(t) ∧ ϕ′′i (t)‖
‖ϕ′i(t)‖2

dt (41)
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TABLE III
AVERAGE FIBER LENGTH AND CURVATURE OF THE SOLUTIONS FOUND BY

THE TRACTOGRAPHY ALGORITHMS USING THE FULL DATA (12 DIRECTIONS,
6 EXCITATIONS) AND THE PARTIAL DATA (6 DIRECTIONS, 1 EXCITATION)

Algorithm

(Nd, N e) Measure AS AB AG A�

(12, 6) μL(mm) 21.1 44.30 153.3 126.1
μκ (mm−1 ) 0.063 0.020 0.017 0.008

(6, 1) μL(mm) 20.9 37.07 126.3 90.6
μκ (mm−1 ) 0.059 0.031 0.020 0.012

Fig. 9. Distribution of the helix angle (degrees) in the mid inferolateral
segment as a function of the transmural depth (mm). Left column: full
data (12 directions, 6 excitations). Right column: partial data (6 direc-
tions, 1 excitation). Each plot contains a linear regression line and r is
Pearson’s correlation coefficient.

where∧ denotes the vector product operator. The reason for this
choice is that long and smooth fibers are in agreement with pop-
ular cardiac architecture models such as the helical ventricular
myocardial band model [27], [28], the nested “pretzel” geodesic
model [40], the three-layer ventricle model [41] and the laminar
structure model [42] (a review of these models can be found
in [43]). Besides, it is now recognized that cardiac fibers are lo-
cally aligned with helical curves wrapping around the ventricles
(see, for example, [44], [45] and the references therein), which
in our case translates to long and smooth fiber paths relative
to the size of the human heart. The average fiber length and
curvature of the solutions obtained by the four algorithms are
listed in Table III. The streamline and Bayesian algorithms AS

and AB produce short fibers with high curvature, whereas the
graph-based algorithms AG and A� yield substantially longer
and smoother fibers. Furthermore,A� outperformsAG in terms
of smoothness.

We conclude by examining the helix angle in the mid infero-
lateral segment (zone 11 of the 17-segment model [46]), which
is linearly correlated with the transmural depth [11]. Fig. 9
shows the distributions of the helix angle versus the transmural

depth for the algorithms AS, AG, and A� . These two quantities
are well correlated for all three algorithms when using the full
data (left column), and A� yields the highest correlation in the
case of the partial data (right column). We also observe that
the graph-based algorithms maintain the fiber density constant
(contrary to streamlining) and thatA� is the most stable in terms
of variation of the correlation coefficient.

V. CONCLUSION

We proposed a new graph-based method for cardiac tractogra-
phy which is global in terms of both modeling and optimization.
The use of a graph model facilitates the introduction of prior
knowledge about healthy cardiac architectures; this information
is injected via density and curvature penalties that reduce un-
certainties in low angular resolution, highly noisy data. In order
to find deep minima of the graph energy, we constructed an SC
algorithm with a communication mechanism carefully designed
to inherit the theoretical properties of SA.

The conducted experiments show that our global tractogra-
phy algorithm is robust to noise and outperforms the Bayesian
model-based algorithm of Reisert et al. [17] and the graph-
based algorithm of Frindel et al. [16] at the noise levels typical
of in vivo cardiac imaging. Besides, the graph model is not
constrained by the resolution of the data, as the vertices do not
need to be attached to the voxels of the DW volumes. There-
fore, our approach can be used to extract fiber structures with
different fiber densities by simply adjusting the step size of the
cubic lattice supporting the vertices. This can be useful, for ex-
ample, for multiresolution tractography analysis of the cardiac
architecture.
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